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Micro-Electromechanical Systems Pose Big Challenges in Fluid Dynamics 

Less than a decade ago, successful demonstration of the first 
micro-fabricated motors at the University of California at 
Berkeley and at MIT captured the imagination of technologists 
around the world. The tiny motors, roughly the width of a 
human hair, sparked wide speculation about applications rang
ing from micro-surgery to miniscule robots. Today, research on 
MEMS (Micro-Electromechanical Systems) is exploring di
verse applications which intimately involve the dynamics of 
fluid flow in microscale geometries. In fact, many processing 
steps used in micromachining also involve complex microscale 
fluid dynamics, and learning to control microscale flows may 
lead to entirely new avenues for materials processing. 

Typical scales for micro-mechanical devices range from microns 
to millimeters, spanning the range of scales that also includes 
microelectronics, ultrasonics, visible and infrared radiation, and 
biological cells and tissues. So applications in diverse technical 
fields like micro-optics, medicine and biology, arise quite naturally. 

Perhaps more important than small size is the fact that micro-
machining also allows batch fabrication of large numbers of 
components, providing complex functionality from the integra
tion and control of large arrays of simple elements. This may 
even allow coupling of MEMS to macro-scale flow systems. 
Integration of micro-sensors and processors with micromecha-
nical actuators should enable integrated systems not only to 
acquire and process information from their surroundings, but 
also to perform mechanical functions designed to alter or control 
their environment. An example of this would be the use of 
MEMS for active boundary layer control. 

A great deal of research remains to be done for MEMS technol
ogy to realize its full potential. The integration of electronic 
and mechanical components is a major challenge. It requires 
reasonable compatability between the two sets of fabrication pro
cesses, compatability that is increasingly hard to achieve as the 
variety of materials (e.g., metals and polymers) used for mechan
ical components expands to meet specialized application require
ments. In addition, the design of advanced MEMS requires more 
powerful computer-aided design tools. Better understanding of 
microscale flows and transport processes will help to assess the 
combined influences of mechanical, electromagnetic, thermal, 
optical, and fluid properties and processes. Basic engineering 
research on design integration, multidisciplinary design optimiza
tion, and distributed, adaptive controls is also important. 

This issue of the Journal has micro-fluid mechanics as its 
theme. A few papers in this area are collected and highlighted. 
These papers illustrate current research efforts directed towards 
MEMS applications to sensing and measurement of fluid flows, 
the prediction and control of flow in microfluidic systems, and 
the control of macroscale fluid flows using MEMS. 

The paper by Ho introduces MEMS, outlining common micro-
machining processes and summarizing several applications of 
MEMS technology to sensors and actuators. It also outlines recent 

progress on the use of MEMS for active flow control, including 
perhaps the most ambitious project to date, namely, active control 
of a turbulent boundary layer to reduce surface skin iriction. This 
research tackles a full spectrum of basic research issues, including 
new materials and processes for micro-actuators and sensors, inte
gration of electronic and mechanical components, and active con
trol of large arrays of sensors and actuators using on-board, embed
ded, adaptive controls. The practical application of such systems 
for drag reduction remains a distant goal, one that will require 
more robust actuators, proven reliability and cost effectiveness. 
But it is important to begin to develop an understanding of the 
limits and possibilities for active turbulence control. It is also 
important to advance flow sensor and actuator capabilities and to 
develop integrated MEMS processing techniques. Understanding 
how to design and explore complex system architectures for locally 
adaptive control assumes greater importance as we continue to 
evolve ever more complex, distributed, autonomous electrome
chanical systems. 

Microfabrication techniques have been used to develop flow 
sensors with extraordinary spatial resolution and frequency re-
•sponse. The application of microfabrication technology to tur
bulence research using silicon pressure transducers is discussed 
in the paper by Lofdahl et al. 

On the micro-scale, fluid flow in small spaces is strongly 
affected by surface phenomena, and it is further compounded 
by Knudsen number effects, compressibility and viscous heat
ing. The paper by Beshok et al. addresses the simulation of gas 
microflows in the slip-flow regime with emphasis on rarefaction 
effects due to compressibility. The dominance of surface forces 
in microscale flows is illustrated for the case of a novel low 
Reynolds number pump in the paper by Sen et al. 

Rashidi et al. report on the chemical flow and transport at the 
microscale in an experimental porous medium. They developed 
a new, nonintrusive fluorescence imaging technique to measure 
velocity and concentration within the porous medium. Some funda
mental unanswered question on microscale porous media are posed 
in the short communication that appears in the Technical Forum. 
Finally, Piekos and Breuer present results obtained via a Monte 
Carlo direct numerical simulation. They examine the effects of 
rarefaction for a micro-nozzle which produces a maximum Mach 
number of 2.4 with a pressure ratio of 24. 

MEMS technology is here to stay. Its progress toward useful 
applications hinges in part on our understanding of microscale 
fluid dynamics and its role in both the fabrication and perfor
mance of microelectromechanical systems. Broadening our un
derstanding to include the full spectrum of multidisciplinary 
science and engineering issues for MEMS will be the biggest 
challenge of all. 

James M. McMichael 
Air Force Office of Scientific Research 
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Questions in Fluid Meclianics 

Tortuous Micro-Flow in Large Disordered Packed Beds 

By John G. Georgiadis/ David R. Noble/ Michael R. Uchanski/ and Richard O. Buckius' 

The need to study flow through porous media with structural 
disorder first arose in soil science (fluid transport in soils) and 
chemical engineering (mass transport in filters and packed bed 
reactors). Currently, the characterization of flow in tortuous 
micro-channels is of importance in many industrial convective 
heat transfer areas that interest the fluid engineer (McEligot and 
McEligot, 1994; Rosenfeld and North, 1995). With the recent 
improvement of micro-fabrication methods and increased func
tionality of engineered media with complex micro-structures, a 
whole class of low Reynolds number flows needs to be revisited. 
Examples include flows in Micro-Electro-Mechanical Systems 
(MEMS) fabricated on silicon substrates (Udell et al., 1990), 
polymer injection through fiber matrices during resin transfer 
molding (Coulter and Gu9eri, 1988), and emerging technolo
gies mimicking biomechanical processes (biomimetics). Meth
odologically, the most severe obstacle towards modeling the 
microscopic hydrodynamic field is the need to account for the 
intrinsic complexity of pore structure. If linear superposition is 
not allowed (as in the case when nonlinear effects are included), 
the coupUng between structure and flow is severe. Since it is 
not obvious what the size of the elementary flow domain should 
be (in order to contain all characteristic hydrodynamic scales), 
it is desirable to maintain as large a domain as possible in the 
model. 

Stokesian pore-level hydrodynamics is well understood. 
There are several open issues regarding the modeling of flow in 
rigid porous media (Kaviany, 1991; Adler, 1992), particularly 
involving geometrical disorder and non-linear (inertial) effects. 
By modeling the full Navier-Stokes equations with an accurate 
scheme (cf. Noble et al., 1995; Noble et al., 1996), we per
formed extensive numerical experiments on pore-level flow in 
2-D analogs of randomly packed beds. The simulation is based 
on the Lattice Boltzmann method (LBM) and involves two 
stages. Since realistic porous media can be most economically 
described by statistics (Torquato, 1991), one needs to first 
' 'manufacture'' statistically-valid samples of the pore structure. 
For each value of the solid fraction (ratio of solid to total 
volume), M "realizations" of disordered configurations are 
generated by repeatedly distributing Â  cylinders in a square 
domain randomly. M and Â  of O(IOO) are required in order 

' Department of Mechanical and Industrial Engineering, University of Illinois, 
Urbana, IL 61801. 

to ensure that the ensemble of configurations is statistically 
homogeneous and isotropic. Second, the steady-state flow 
driven by a constant macroscopic pressure gradient is computed 
with the LBM code for each realization. An example of the 
computed stream wise velocity component (parallel to the pres
sure gradient) in a single realization is given in Fig. 1. The 
most dramatic feature of the flow is that the monotony of slow 
viscous wakes is interrupted by the appearance of "break
through jets," which are narrow bands of high speed flow. This 
is of great significance in enhancing advective transport and 
mixing in packed bed reactors. Note that these jets involve 
speeds up to twenty times the mean velocity. The creation of 
such severe flow heterogeneity in domains which are statisti
cally (i.e., "on average") homogeneous and isotropic is—to 
our knowledge—unprecedented in slow flows. The break
through jets form robust patterns; they appear consistently 
throughout the high solid fraction simulations. 

Although we are only dealing with laminar and steady flow, 
it is useful to reintroduce (following Buyevich et al., 1969) 
the concept of "pseudo-turbulence" to characterize the flow 
through disordered beds. By repeating the simulation of flow 
through an ensemble of configurations, a spatially "random" 
velocity field is essentially created, which is parameterized by 
the solid fraction, the cylinder shape, and the packing algorithm. 
A standard statistical formulation can now be introduced. Figure 
2 summarizes the LBM results for the probability density func
tion of the microscopic (interstitial) velocity component along 
the pressure gradient. The results for the highest solid fraction 
reported here (62 percent) agree with the regular exponential 
decay first reported by Shattuck et al. (1991; 1996), who used 
Magnetic Resonance Imaging (MRI) to measure the axial ve
locity in Poiseuille flow through randomly packed beds made 
of sphere-filled tubes. The numerical predictions reported here 
were obtained by averaging over the ensemble (many realiza
tions), while the experimental result was obtained by volume 
averaging in a single realization (involving a single 3-D packing 
with solid fraction approaching 60 percent). It is clear that the 
predicted exponential tail in the 62 and 50 percent histograms 
for positive values of velocity is consistent with the presence 
of a small number of high-speed areas in the flow field (break
through jets of Fig. 1). Recent systematic MRI studies in packed 
beds by Lebon et al. (1996) and Kutsovsky et al. (1996) verified 
the existence of long exponential tails in the streamwise velocity 
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Fig. 1 LBM simulation of steady flow driven by a uniform pressure gradi
ent (from left to right), 50 percent solid fraction, Re = 8 (based on particle 
size and average streamwise velocity). Periodic boundary conditions are 
imposed on the domain boundaries. Greyscale indicates magnitude of 
streamwise velocity normalized by the average. Solid lines represent 
streamlines. The bar gives the greyscale value of the normalized velocity. 

histograms. LBM calculations show that similar behavior is 
exhibited by the transverse (normal to the mean pressure gradi
ent) component of interstitial velocity. We know of no other 
flow with such a velocity distribution. For example, the histo
gram for 10 percent solid fraction (dilute packing) is flat and 
unremarkable (Fig. 2), and this corresponds to a velocity distri
bution in flow over an isolated cylinder. As Fig. 3 demonstrates, 
the transverse velocity reaches values comparable to those of 
the streamwise component, and this implies that transverse ad-
vection of scalars (and therefore the effective dispersion) is 
enhanced. 

In the inertial regime, the macroscopic pressure drop versus 
flow rate results obtained via ensemble averaging demonstrate 
a large scale divergence with respect to solid fraction if the 
Reynolds number is based on a single length scale. In fact, our 
simulations show that the flow is characterized by a wide range 
of length scales when the solid fraction is high. In the past, 
much of the development of models in the nonlinear regime was 
facilitated by the study of prototypical (limiting or simplified) 
analogs, or by performing experiments in a single realization. 

; 

: 

^ 

I 

•• 

y 

62% Solid, Re=l 
50% Solid, Re=l 

• - 36% Solid, Re=l 

- 10% Solid. Re=l 
. — " " 1 0 % Solid, Re=! 10 

/^\ 

/ ^ \ 

/ ' • 
/ ' '• 

/ ' , .•• 1 
1 ^ 1 , 1 1 

1 ^ \ 

1 \\\ 
t. V \ \ 
'r ••. x \ 
\ •:• \ X 
V': '.. ^ \ 
1; v. V \ ^ 

-10 -5 0 5 10 
Normalized Transverse Velocity 

Fig. 3 Histogram of the transverse velocity component normalized by 
the (streamwise) average. Notice the long exponential tail for the 50 and 
62 percent solid fraction (analogous to Fig. 2) and the symmetry about 

Given the intrinsic complexity of structure and flow, it is obvi
ous that only measurement or direct simulation of the micro
scopic flow can improve the macroscopic (or average) models. 
By using more realistic pore space models and considering 
ensemble statistics, we can now begin to pose new questions, 
such as: 

(1) Why the breakthrough jets in flow through densely 
packed arrays? Equivalently, why (when) does the geometrical 
homogeneity of the domain cause flow heterogeneity? 

(2) Why the approximately exponential distribution of pore 
velocity at high solid fractions, as observed in Figs. 2 and 3? 
The histograms presented here (and corroborated by MRI 
results available in the literature) pertain to random (equilib
rium) packings of mono-disperse disks. Is the exponential tail 
also a universal characteristic of micro-flows through poly-
disperse random packed beds or other classes of disordered 
porous media? 

Such questions can not only aid in the modeling of flow 
through disordered packed beds (which is an approximately 
100 year-old problem) but may also inspire some innovative 
closures in the plethora of problems that the former flow exem
plifies (i.e., flow through natural or engineered micro-struc
tures ). 

I 

5 10 15 

Normalized Su^amwise Velocity 

Fig. 2 Velocity histogram (compiled from the flow ensembles) Indicat
ing probability of finding a given streamwise velocity normalized by the 
(streamwise) average. Notice the long exponential tail for the 50 and 62 
percent solid fraction. 
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REVIEW: MEMS and Its 
Applications for Flow Control 
Emerging micromachining technology enables us to fabricate mechanical parts on 
the order of micron size. It provides us with micro-sensors and micro-actuators 
which facilitate the exploration of all areas of science. Furthermore, these miniature 
transducers can be integrated with microelectronics. With an integrated system, it 
then becomes possible to complete the loop of sensing, information processing, and 
actuation. This type of system enables us to perform real-time control of time varying 
events which are common in fluid dynamics. In this review paper, we will first 
briefly introduce Micro-Electro-Mechanical-Systems (MEMS) technology. Then, the 
applications of MEMS to flow control will be discussed. 

Introduction 

During the last three decades, the field of solid-state electron
ics kept improving the manufacturing technology involved in 
the miniaturization of electronic elements. At present, it is possi
ble to make electronic feature sizes on a sub-micron scale. 
The integrated circuit (IC) evolved from a small number of 
transistors on a chip to several million transistors on a chip. 
The range of applications increased dramatically with time such 
that the IC has changed our lives. However, an IC cannot inter
act with the environment. The interaction between a system and 
the external world has to rely on sensors and actuators which 
are usually mechanical devices. In the past, almost all of the 
mechanical parts had sizes much larger than the electronic ele
ments because traditional manufacturing technology had diffi
culty in fabricating small mechanical parts, say less than a mm. 
Interestingly enough, Feynman did raise the question of making 
miniature things in his inspiring paper entitled ' 'There is plenty 
of room at the bottom" (1956). He even proposed a prize to 
the first person who could make a motor of ^ in. cube. Though 
the prize was claimed a few years after 1959, it was accom
plished by delicate handicraft not by a mass production technol
ogy. In the 1980s, a new manufacturing process, the surface 
micromachining technology (Howe and Muller, 1983), became 
available. It could be used to manufacture micron sized mechan
ical devices with sophisticated geometry. An example is the 
micro motor (Fan, et al., 1988a), which is shown in Fig. 1. A 
piece of human hair is also shown in the figure to indicate the 
size of the motor. These achievements signified the beginning 
of the era of micromachinery, which will be as valuable as the 
emergence of microelectronics thirty years ago. 

The significance of micromachine technology is that it makes 
it possible to provide us with mechanical parts 

1. of micron size, 
2. batch fabricated in large quantities and 
3. integrateble with electronics. 

Length scale matching between transducers and investigated 
phenomena is essential so that enough spatial resolution can 
be achieved for sensing, and efficient momentum and energy 
transfers from the actuator to the controlled subject can happen. 
Our scientific knowledge spans the length scales from light 
years to the sub-atomic domain. Natural phenomena with length 
scales much larger than the size of human beings, such as the 
weather, are understood mainly through sensing. No actuation 

of that scale is possible. At the other extreme is the atomic 
scale which we can explore both by sensing and actuation. 
Accelerated particles are used as actuators, because these parti
cles match the size of the sub-atomic world. When we deal with 
natural phenomena of human size, there are abundant transduc
ers for both sensing and actuation. However, a gap exists in the 
spectrum of our knowledge for scales on the order of microns. 
We do not know very much about the nature of physics in this 
range due mainly to the lack of transducers of this size. The 
miniature mechanical parts fabricated by micromachining tech
nology are going to fill this gap. 

Micromachining is a batch production process which employs 
lithographic processes. Since the micromachining technology is 
derived from the IC technology, it is possible to monolithically 
integrate the mechanical and electronic elements. The micro-
electro-mechanical-systems (MEMS), with its integrated mi
cron-size mechanical parts and IC, will be able to sense the 
physical world, to process the information, and to then manipu
late the physical phenomena through actuators. 

There are numerous opportunities for applying MEMS to 
flow control. It is known for example that shear flows are sensi
tive to perturbations. If these perturbations are exerted at the 
origin of the shear layer and are within the instability band, 
the streamwise development of the flow can be significantly 
modified (Ho and Huang, 1982 and Ho and Huerre, 1984). 
This type of flow control scheme has been demonstrated to be 
very effective on free shear flow because it takes advantage of 
the flow instability, which is a powerful flow amplifier. This 
point is especially important for micro actuators because these 
actuators cannot deliver large forces or high power. 

For turbulent wall-bounded shear flow, we face different 
types of challenges. The flow structures responsible for viscous 
drag increase in turbulent flow are very small in size, typically 
several hundred microns in width and several mm in length. 
Their life time is short, in the millisecond range or less. Great 
difficulties arise from the fact that they are randomly distributed 
in time and space. In the past, direct manipulation of these 
structures was very difficult. The matching in length scale be
tween the micro transducers and the structures makes this task 
possible. 

In this review paper, several examples of micromachines will 
first be presented. Then, the manufacturing technology will be 
briefly summarized. Finally, we will discuss the science issues 
unique to the micron dimension and flow control using MEMS 
based transducers. 

Contributed by the Fluids Engineering Division for publication in tlie JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
October 25, 1995; revised manuscript received June 10, 1996. Technical Editor: 
D. P, Telionis. 

Micromachined Devices 

MEMS technology provides transducers to enable us to per
form sensing and actuation in various engineering applications. 
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Fig. 1 Micro motor (Fan et ai., 1988b) 

Fig. 2 A micro beam (Tal and IVIuller, 1988) 

Fig. 3 IVIicro pin-Joint (Fan et a!., 1988) 

Fig. 4 Micro gripper (Kim et al., 1992) 

In the near future, it should also be possible to sense and to 
manipulate the function of a cell through transducers (Najafi 
and Wise, 1986). It is interesting for us to understand the func
tions of neurons which facilitate our cognitive ability, our bo
dy's motion and sensing. Micromachines makes it possible to 
capture a single neuron in a micro cavity and to obtain the 
electrical signal between neurons (Fig. 5, Tatic-Lucic et al., 
1993). It is even possible to receive the neuron signal in vivo 
by inserting micro neuron probes into the brain without dis
turbing much the neuron due to the probe's miniature size (Fig. 
6, Tatic-Lucic et al., 1994). 

In the field of material science, it is known that micron-sized 
subjects are much stronger than large subjects. The fracture 
strength can be an order of magnitude larger than the bulk 
fracture strength. Furthermore, silicon material at room temper
ature experiences only elastic deformation until fracture. Plastic 
deformation is not obvious. These two features provide a new 
design concept for micro parts. The buckled state, in a large 
deformed subject, has seldom been used in the engineering 
design of macro subjects because it poses the risk of experienc
ing plastic deformation and even the possibility of fracture. 
Buckled micro parts are much less prone to these problems. As 

Figures 2 and 3 are two fundamental micro mechanical ele
ments, a beam and a pin joint, from which many micromachines 
can be derived. For example, the micro motor (Fig. 1) is a 
combination of a pin joint (rotor) and several short cantilever 
beams (stators). 

Micro transducers also contribute to the advancement of sci
ence by enabling us to study the natural phenomena that occur 
in the order of microns in all branches of science; fluid dynam
ics, solid mechanics, materials science, biology, etc. The push-
pull relationship between science and technology further en
riches this field. Most biological cell sizes are in the order of 
microns which match the scale of micromachines. The micro 
gripper in Fig. 4 (Kim et al., 1992) shows that is possible to 
hold a single cell of 7 //m in diameter by a micro device. With 
some imagination, we can now see a new world through the 
picture. 
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Fig. 5 Neurons in micro cavities (Tatic-Lucic et a!., 1993) 
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Fig. 6 Neuron probe (Tatic-Lucic et al., 1994) 

a matter of fact, several designers have already created devices 
that utilize these advantages (Ataka, et al., 1994; Matoba, et 
al., 1994). 

In the fluid mechanics arena, turbulence research can benefit 
from the micro transducers. The spread of the length scales is 
a function of Reynolds number. The fine dissipation scale in 
very high Reynolds number flows requires a time response in 
the order of (is and a spatial resolution in the order of //m. The 
traditional hot-wire has a spatial resolution of about one mm 
which is three orders of magnitude larger than the requirement. 
Its time constant is about one order of magnitude away from the 
requirement. Transducers made by micromachining technology 
make it possible to meet these requirements. Using the surface 
micromachining technique, a micron-sized hot-wire anemome
ter was made from doped polysilicon (Jiang et al., 1994a and 
1994b). When operated in constant temperature mode, a one 
mega-Hertz bandwidth is possible. Due to the flexibility of the 
geometric design by lithographic techniques, manufacturing a 
multiple sensor array is not a painstaking process anymore (Fig. 

7) . 
Micro transducers are already available for industrial applica

tions. The automobile air-bag sensor (Fig. 8) developed by 
Analog Devices is used to sense the deceleration during an 
automobile accident to activate the air-bag. Monolithically inte-

Fig. 8 Air bag sensor (Anaiog Devices) 

grated sensor-microelectronics (Fig. 8) are used for the detec
tion of the capacitance variation of the comb structure (Fig. 9) 
due to impact, signal conditioner, calibration and many other 
functions. The integrability between sensor and electronics sim
plify the packaging process. The lithographic process can repro
duce large numbers of integrated micro-sensors and decision 
circuits on a wafer and therefore greatly reduce the unit cost. 
The micro optical mirror (Fig. 10) developed by Texas Instru
ment illustrates a new concept for light beam steering. In a 
fairly small area, 2.3 cm^, about 400 thousand individually 
addressable mirrors are used to reflect images onto a large 
screen for a high definition television projection. These mirrors 
have high optical efficiency and at least a 15 year life span. This 
is an example of using a large number of distributed actuators to 
accomplish a complicated light steering task. 

The above mentioned examples are a very small fraction of 
the available micromachines. Intensive research efforts in the 
last few years have brought forth many new devices as well as 
new processing techniques. Three basic manufacturing tech
niques are introduced in the following sections. 

Micromachining Technology 
Micromachining is the use of a sequence of microfabrication 

processes to make micromechanical components. As a result, 
the fundamentals of micromachining are very different from 
conventional machining. In fact, because of the use of micro-
fabrication processes, micromachining has generally been re
garded as being derived from integrated-circuit (IC) technol
ogy. There is no doubt that micromachining and IC technology 
do have many similarities. As an example, micromachining also 
relies heavily on the use of lithographic methods to first form 

Fig. 7 IHot-wire ral<e (Jiang et al., 1994) 
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Fig. 9 IVIicrocomb (Tang et ai., 1990) 
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Fig. 10 Micro optic mirror (Texas Instrument) 

pre-designed resist patterns (or masks) and then selectively etch 
the undesirable part away. Nevertheless, they still have many 
differences and one important difference is that in micromachin
ing, selective etching is used purposely to create 3-D structures 
while in IC fabrication, distinctively 3-D structures must be 
avoided so as to facilitate the process of making smaller and 
smaller feature sizes on a planar wafer surface. Interestingly, it 
is then these 3-D or even free-standing structures that make 
micromachining useful as they have numerous micromechanical 
applications. 

Since its beginning, micromachining has already developed 
into many branch technologies. Among them, bulk microma
chining, surface micromachining, and LIGA technology are the 
most important ones. We will discuss them in the following 
section, but only briefly. For more information, the readers are 
referred to some excellent review papers. (Petersen, 1982; Sei-
del, 1987; O'Connor, 1992; Bryzek et al., 1994) 

Bulk Micromachining. A general definition of bulk micro
machining is to microfabricate microstructures from a starting 
substrate by removing the unwanted portion of it. Accordingly, 
there are many possiljle combinations of choosing the starting 
substrate materials and the means of material removal. The main 
stream of bulk micromachining, however, usually implies that 
the substrate is a single-crystalline silicon wafer and the material 
removal is done by selective wet-chemical etching, either iso-
tropically or anisotropically. Moreover, the selective etching of 
silicon is often through the use of photolithographic masking 
in conjunction with etch-stop techniques such as using a heav
ily-doped boron layer (Raley, 1984) or a silicon p-n junction 
(Jackson, 1981). Altogether, many silicon microstructures can 
be made including cantilevers, beams, diaphragms, channels, 
nozzles, etc. These microstructures have formed the building 
blocks of many MEMS devices. 

Chronologically, the development of silicon chemical etch-
ants has been documented since the 1950's as researchers tried 
to find a precise way of etching silicon (Robbins, 1959). The 
developed aqueous silicon etchants were mainly isotropic and 
based on the mixture of hydrofluoric acid, nitric acid, and acetic 
acid (HNA). Anisotropic etchants for silicon started in the 
1960's. The most studied etchants were potassium hydroxide 
(KOH) (Times, 1967), ethylene-diamine-pyrocatechol with 
water (EDP or EPW) (Finne, 1967), and hydrazine solutions 
(Lee, 1969). The anisotropic feature of these etchants is that 
they etch in the (100) and (110) silicon crystallographic direc
tions much faster than in the (111) direction, which allows the 
design of microstructures to be naturally bounded by {111} 
crystalline planes. Figure 11 then shows the typical cases of 
both isotropic and anisotropic bulk micromachining. Note that 
etching happens only when the surface is not covered by the 
patterned mask. For the case of anisotropic etching, different 
surface orientations, either (100) or (110), will give totally 

different geometeries although the saturating walls are all {111} 
planes. 

This feature was broadly used and these anisotropic etchants 
were further refined in 1970s and 1980s (Kern, 1978; Bassous, 
1978; Bean, 1978; Reisman, 1979; Kendall, 1985). Recently, 
even metal-exclusive anisotropic etchants of ammonium hy
droxide (Schnakenberg, 1991a) and tetramethyl ammonium hy
droxide (TMAH) (Schnakenberg, 1991b, Tabata, 1991) have 
been developed. As more and more MEMS devices are inte
grated with electronics, these etchants have become more im
portant. Today, it is generally agreed that bulk micromachining 
using wet chemical etching is a mature technology and many 
MEMS devices are fabricated using it. 

In addition to wet chemical etching, recently people also 
started to look at dry etching processes that can replace or even 
outperform it. For example, laser etching (Bloomstein, 1994), 
plasma etching (Miu, 1993), gas etching, reactive-ion etching 
(Linder, 1991), ion beam etching and even micro electro-dis
charge-machining (EDM) all have been demonstrated. Bulk 
micromachining using dry etching is not limited to special crys
talline orientations and there will be no surface-tension prob
lems as often encountered in wet etching. However, in order 
for dry bulk micromachining to become practical, a lot of re
search still needs to be done. 

Surface Micromachining. As the name suggests, surface 
micromachining is performed on the surface of a substrate, 
which can be a piece of silicon, glass, alumina, or even metal. 
This substrate, however, only functions as a mechanical support 
and it does not participate in the processing. The micromachin
ing then involves combinations of thin-film deposition and pat
terning. In the end, a selective etch will take away certain layers 
(called sacrificial layers) and leave other layers (called struc
tural layers) standing free. Figure 12 demonstrates a simplified 
process of surface micromachining. 

According to literature, this concept of surface micromachin
ing was readily demonstrated in the 1950's [US Patent 1956]. 

{111} planes 
SIC^ or Si3N4 

mask 

"C yx T 

Silicon Substrate isL 
Fig. 11 Typical cases of silicon bull< micromachining (a) anisotropic 
etching of (100) Si wafer, (b) anisotropic etching of (110) wafer, (c) 
isotropic etching 
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Fig. 12 A schematic process to demonstrate the surface micromachin-
ing technology. Note that the overhang structure in (d) can be part of a 
cantilever beam, a bridge, a plate, or even a diaphragm. 

source and the cost of the technique made others develop similar 
techniques but with ultraviolet (UV) light sources (Frazier, 
1992), available in any IC manufacturing laboratory. Light-
heartedly termed as "poor-man's LIGA" or simply "cheap 
LIGA," this UV-based micro-electroplating gained popularity 
in many areas and is used to fabricate motors, flaps, and chan
nels (Frazier, 1991; Miu, 1993; Joo, 1995). 

Design of Micromachines 
A machine consists of several basic requirements: configura

tion, motion, function and efficiency. Each machine part has 
its specific geometry and moves in a required manner. The 
combination of configuration and motion makes the machine 
capable of carrying out its function. The efficiency or perfor
mance of the machine depends on its design. 

A micromachine also has to satisfy the same requirements. 
However, the design is much more challenging because the 
governing physical mechanism might change in the micro scale. 
The drastic size reduction in the micro world results in the 
breakdown of the scaling laws used in traditional engineering 
fields because the large length scale change is significant enough 
such that the equations governing the momentum and energy 
balances need to be re-examined. In addition, the inter-link 
among these fields becomes important in micron scales, such 
that the surface physics and chemistry may significantly affect 
the boundary conditions in fluid and solid mechanics. The 
changes in the governing equations and boundary conditions 
prevent us from using the traditional approaches which were 
well developed in the past. ScaUng from the macro to the micro 
world is questionable. Design rules developed for the macro 

However, the use of it to make a complete MEMS resonant-
gate transistor was done much later by Nathanson (1967). After 
this paper, a series of surface-micromachined devices were pub
lished including the early work of the digital mirror display 
(Preston, 1972). But, it was not until 1982 that Howe (1982) 
used LPCVD polycrystalline silicon to make micro cantilevers 
and bridges. The significance of this polysilicon surface micro-
machining process is that it is compatible with IC technology. 
The following work at Berkeley in the late 1980s (Fan, 1988; 
Tai, 1989; Tang, 1989; Kim, 1992) then demonstrated the broad 
use of polysilicon micromachining for various devices such as 
micro beams (Fig. 2) , pin-joints (Fig. 3), sliders, resonators, 
tweezers (Fig. 4) , and micromotors (Fig. 1). Today, polysilicon 
micromachining has established itself as one of the most im
portant branches of surface micromachining. In addition to poly
silicon surface micromachining, researchers have also explored 
many other materials such as aluminum (Sampsell, 1993) and 
silicon nitride (Tabata, 1991). Surface micromachining contin
ues to flourish as MEMS devices become smaller, lighter, faster 
and cheaper. 

LIGA Technology. Finally, there also is the LIGA technol
ogy (a German acronym for Lithographic Galvanoformung An-
formung) (Becker, 1986; Ehrfeld, 1988). Basically, the LIGA 
process uses X-ray lithography to generate a deep pattern on a 
conductive substrate. The empty space in the X-ray resist then 
is electroplated from the bottom of the substrate to the top of 
the resist (Fig. 13), which generates a negative replica of the 
resist mold. This allows structures with submicron resolution 
from the capability of X-ray lithography. The microstructures 
can actually be one millimeter thick, and with a submicron 
precision, there is no other micromachining technique that can 
match up with it. However, the drawback is the cost for the X-
ray source which requires a high-energy synchrotron. Because 
of this, LIGA may not be a popular technology but it is useful 
for some special applications which require a fine spatial resolu
tion and a high aspect ratio. Otherwise, the rarity of the X-ray 
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Fig. 14 Micro cilia (Atal<a et al., 1994) 

scale will not be valid for the micro scale. We need to develop 
new intuition to design micromachinery. 

Relative motion between parts is essential for most machines. 
However, two micromachine parts designed to have a certain 
type of motion might not perform according to the desired way 
due to the large friction between two solid surfaces. A well-
known example (Tai and Muller, 1989) is that the rotor of a 
micro motor will not rotate if the rotor is in full contact with 
the substrate. If dimples are placed between the rotor and the 
substrate to reduce the contact area, rotation becomes possible. 
This result leads to the conclusion that the friction force depends 
on the contact area which should not be a critical parameter in 
the conventional physics. It suggests that friction force in the 
micron scale has undergone a fundamental change. In general, 
the frictional force is a sum of the surface force and the contribu
tion from the body force. In the macro scale, the body force is 
much larger than the surface force. Therefore, the frictional 
coefficient is a function of the body force normal to the contact 
surface and not a function of the contact area. In the force 
balance equation, the frictional force therefore has a simple 
expression. For surface micromachined subjects, the dimension 
normal to the wafer surface is typically two orders of magnitude 
smaller than the transverse length scale. This results in the 
volume per unit contact area of the micro subjects being much 
smaller than that of the macro subjects. Hence, surface force 
dominates in the frictional force in the motion of micro subjects. 
However, the scientific nature of various surface forces which 
contribute to the frictional force are largely unknown so the 
analytical form of the frictional force cannot be expressed ex
plicitly or implicitly in writing. This fact leaves an unknown 
term in the equation of motion of the micro rigid body. The 
role switch between the body force and the surface force cer
tainly poses a significant burden in designing a micromachine. 

Due to the difference in governing mechanisms, we might 
also have to change the basic design principle. Most of the 
geometry used in the micromachines, e.g. gear and rotor, are 
still a size-reduced emulation from the macro world. It is not 
obvious that the direct emulation is the most appropriate design, 
especially the ones involving relative motion between large 
surfaces. Due to the large friction force, the efficiency of micro-
machines involving sliding motion cannot have high efficiency. 
Therefore, a new design is needed when a subject is to be 
transported from one place to another. Simulating the transport 
mechanism of the cilia, Ataka et al (1994) made an array of 
flexible silicon cilia (Fig. 14). By thermal actuation, the exten
sion-contraction cycle can move a solid subject sitting on the 
top of the array. This design can transport a subject without 
encountering the large friction problem in the micro sliding 
surface. 

Micro Transducers for Flow Control 

The small physical size associated with the miniature trans
ducers improves the spatial resolution. The temporal response 
can easily be increased to a large extent because of the low 

inertia of the transducer. These transducers have obvious advan
tages for flow control problems (McMichael, 1996). Jacobson 
and Reynolds (1993) used resonant beam actuators to examined 
the effect on the surface shear stress produced by a stationary 
vortex pair. Smith and Glezer (1995) have demonstrated the 
concept of applying a micro jet to achieve thrust vectoring. On 
the other hand, the capability of providing large quantities of 
sensors and actuators allows us to perform distributed control. 
This potential opens a new horizon in many engineering applica
tions and remains to be explored. Its impact could even be more 
profound than the size reduction of transducers. 

Micro Hot-Wire Anemometer. Since the spatial resolu
tion of the anemometers for flow measurement is determined 
by their physical dimensions, it is advantageous if the wire size 
can be reduced. In addition, miniature hot-wires also reduce 
power consumption and thermal interference to the flow. In the 
past, many anemometer designs have been demonstrated using 
either surface or bulk-micromachining. However, they are all 
in the form of a wire adjacent to the surface of a chip. None 
of them consists of a wire free-standing in space without any 
nearby structure so that undisturbed free space velocity can be 
measured. We have developed a micromachined anemometer 
that has the configuration of a conventional hot-wire anemome
ter but with a greatly reduced wire size (Jiang et al., 1994a and 
1994b). Not only are the spatial resolution and device sensitiv
ity better, the frequency response is also improved by at least 
one order of magnitude over the conventional hot-wire ane
mometers. 

The micromachined hot-wire anemometer is made of a poly-
silicon wire. The typical sensor wires are about 0.5 //m thick, 
1 ^m wide, 10-16() /um long. The dynamic performance and 
sensitivity of the micromachined hot-wire were tested. A heat
ing time of 2 fis and a cooling time of 8 //s for the 30 //m long 
probe in constant current mode have been obtained. For constant 
temperature operation, a time constant of 0.5 ^s for the 10 jim 
long probe can be reached. The corresponding cut-off frequency 
is 1.4 MHz. A calibration curve of the 20 ^m long micromach
ined hot-wire is shown in Fig. 15. The average sensitivity is 20 
mV/m/s at a heating current of 0.5 mA. 

Micro Surface Shear Stress Sensor. Conventional hot-
fllm type surface shear stress sensors have been used for several 
decades but the heat transfer to the substrate has always been 
a handicap in their operation. For measurements in air, the 
sensitivity is close to zero because of the low heat capacity of 
air. By using surface micromachining technology, a vacuum 
chamber is placed under the heating element, as shown schemat-
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Fig. 15 Calibration of a 20 jum long micromachine hot-wire sensor at 
two different angles 

442 / Vol. 118, SEPTEMBER 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



me(al 

flow -> 
poly-Si resistor 

nitride 

w (b) 

Fig. 16 Schematic of tlie top (a) and cross-sectional, (b) views of tlie 
micro shear-stress sensor, (c) SEM picture of the micro shear-stress 
sensor 

ically in Fig. 16. This cavity significantly decreases the heat 
loss to the substrate and increases the shear stress sensitivity 
(Liu et al., 1994, Huang et al., 1995 and 1996). 

A silicon nitride film is used as the diaphragm material which 
supports the heating element. The chamber is formed by etching 
away a sacrificial layer underneath the diaphragm. The heating 
element is made of a uniformly doped polysilicon resistor. The 
aluminum metalization forms the metal leads. 

The typical sensitivity of the sensor with a cavity underneath 
is 15 mV/Pa, which is about one order of magnitude higher 
than that without a cavity. Figure 17 is a calibration curve of 
the shear stress sensor, which is plotted with the square of the 
output voltage versus the j power of the shear stress. A linear 
relationship is obtained. The typical cut-off frequency of the 
sensor is 10 kHz when operating in the constant temperature 
mode. Another approach is to directly measure the shear stress 
by sensing the force on a micro floating element flush mounted 
on the wall (Shajji et al , 1992, Pan et al., 1995). 

Micro Pressure Sensor. The pressure sensor can be de
signed and fabricated by a similar technology as the aforemen
tioned shear stress sensor. A deposited polysilicon film is pat
terned as the piezoresistor for strain measurement (Liu et al., 
1993). On a 250 X 250 (xm^ silicon nitride diaphragm, there 
are four polysilicon resistors placed around the center and an
other four on the edge of the diaphragm. The total thickness of 
the diaphragm is 1.5 fim. Polysilicon resistors are buried inside 
the diaphragm. The thickness of the polysilicon resistors is 500 
nm. The polysilicon resistors are connected to form a 

Fig. 18 A micromachlned pressure sensor 

Wheatstone bridge for temperature compensation although the 
heavily doped polysilicon shows a very small temperature coef
ficient. The output of the Wheatstone bridge is proportional 
to the pressure exerted on the diaphragm. Figure 18 shows a 
micromachined pressure sensor. 

The pressure sensors are fabricated by surfacing microma-
chining which is compatible with other MEMS devices. We 
have already integrated this kind of pressure sensor into a micro-
flow measurement system (Pong et al., 1994; Shih et al., 1995). 
The sensitivity of this sensor is about 245 /.tV/V-psi. 

Micro Actuator. In flow control problems, we need actua
tors which are able to provide about one mm off-plane motion 
and about milli-Newton force per mm^ for sustaining the wind 
loading. These requirements are several orders of magnitude 
higher than that available from existing micro actuators. In order 
to accomplish these stringent performances, we first select an 
actuator which has simple configuration so that we at least 
will not be overburdened by fabrication difficulties. A flap type 
actuator was chosen for the design. It obviously is fragile, sensi
tive to the wind load direction as well as has many other defi
ciencies. However, it does serve the purpose for concept demon
stration in laboratory tests (Liu et al , 1994; Tsao et al , 1994; 
Liu et al., 1995a and 1995b). On the other hand, these flap 
actuators have many other applications, such as large angle light 
steering and heat transfer enhancement. 

The integration of permalloy with surface-micromachined 
polysilicon flaps has been completed (Fig. 19). Such a flap 
uses polysilicon as a structural material for both its beam sup
ports and plate. Permalloy (5 /xm thick) is electrodeposited on 
the top of the plate to provide the actuation mechanism. 

Two size flaps, 1 X 1 mm^ and 2 X 2 mm^ have been made 
and bending angles up to 80 deg have been achieved with a 
magnetic flux density of about 800 Gauss. Such a large bending 
angle equals a point force of 0.2 mN acting on the edge of the 
flap. These flaps have been mounted on the leading edge of a 
delta wing and have been proven to be useful for aerodynamic 
control of the wing. 

In addition to the permalloy flaps, we have also developed a 
bulk-micromachined flap with both copper coils and permalloy 
(Fig. 20) so the control of the device has more alternatives. 
The active flap is fabricated by the integration of bulk microma-

Actuated Micro-Flap 

Fig. 17 Micro surface shear stress sensor output versus shear stress Fig. 19 A magnetically actuated surface-micromachined permalloy flap 
at constant temperature mode in a B-f leld of 400 Gauss 
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Fig. 20 An active flap integrated witii both coil and permalloy. Both up 
and down positioning are achieved. 

chining techniques with magnetic thin film processes. The me
chanical structure consists of a 40 iim thick, 4 mm by 4 mm 
single crystal silicon plate, attached to bulk silicon through two 
50 fxm wide S-shaped springs. The electromagnetic component 
of the actuator sits on the plate surface and consists of a 30-
tum planar copper coil, on top of which is a 10 fim triangular 
permalloy (Ni8oFe2o) layer. Controllable deflection of the flap 
up to ±60° has been achieved by both external fields and coil 
current. 

Control of Macro Aerodynamic Device by Micro 
Transducers 

In flow control problems, it is desirable to be able to globally 
alter the flow by applying minute amounts of energy. We are 
interested in exploring the possibility of manipulating a macro 
aerodynamic device by using microactuators. The key point is 
finding a coupling between the macro physical world and the 
micro actuation. For a delta wing at high angle of attack, a large 
fraction of the lift is contributed by the vortices originated from 
boundary layers around the two leading edges. The coupling 
here is in the thin boundary layer before separation. If the off-
plane displacement of the micro actuator matches the boundary 
layer thickness before flow separation, we will be able to either 
change the separation location or vary the vorticity of the delta 
wing's leading edge vortices. Once the symmetry of the two 
vortices is broken, it is possible to obtain a rolling torque or 
even other components of torque and force. 

A delta wing model with a sweep angle of 56.5 deg was 
employed for the test (Fig. 21). The delta wing model had 
rounded leading edges. Micromachined actuators and micro 
shear stress sensors were placed on a cylindrical rod located at 
the leading edge. The rod can be rotated such that the positions 
of these transducers could be changed to cover the leading edge 
area. Microactuators with a flap size on the order of mm have 
been distributed from the apex to the trailing edge. An open-
type wind tunnel was used for aerodynamic tests. The test-
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Fig. 21 Schematic of the delta wing 

Fig. 22 Effect of micro actuators (both sides) on rolling moment of delta 
wing at AOA of 25° 

section was 100 cm X 100 cm and 730 cm long. The speed of 
this wind tunnel was from 10 m/s to 45 m/s. A six component 
force/moment transducer was used to measure aerodynamic 
forces and moments. However, only rolling moment was inves
tigated at present. 

After a detailed survey of the surface shear stress, we can 
correlate the effective actuation region with the flow separation 
region around the leading edge. The most exciting finding is 
that the rolling torque obtained by the actuation of the micro 
flaps can be a very significant amount compared with the toque 
contributed by the leading edge vortices. We use the pressure 
(suction) produced by one of the leading edge vortices 
multiplied by the distance between the pressure center and the 
center chord as the reference torque, T^. Based on our recent 
experimental data, the amount of the torque produced by the 
microactuators can be on the order of 50 percent of T^ (Fig. 
22). 

Large Scale Integrated System for Distributed Control 
For a phenomenon with a wide spread of length scales, e.g., 

turbulence, a large scale integrated transducer system can facili
tate communication of the local information measured by indi
vidual sensors as well as identify the global characteristics 
through a collection of the sensors. The actuators then can, 
based on the local and global information, execute the proper 
control strategy. 

This concept is best illustrated by research in turbulence con
trol. Surface shear stress reduction in the turbulent boundary 
layer is the grand challenge in fluid mechanics research. Many 
randomly distributed small flow structures in the boundary layer 
are responsible for drag production. The width of these struc
tures at high Reynolds number is only about several hundred 
microns, much smaller than conventional sensors and actuators. 
Furthermore, a large number of sensors spread around the sur
face are necessary to detect these random features and then the 
actuators can interactively manipulate these vortices. Micro-
machine based transducers are small in size as well as capable 
of forming large scale integrated systems. Direct control of 
individual structures to understand the response to actuation 
and its underlying physics now becomes possible. However, 
only matching of the length scales between the micro transduc
ers and the flow features will not be enough to accomplish the 
task because detection and control logic need to be imple
mented. Furthermore, the amount of data associated with a large 
number of transducers is tremendous. The bandwidth needed is 
currently beyond the capability of the existing data transmission 
instrumentation to handle the transmission between the trans
ducer assembly and a computer. A more stringent requirement 
is that the detection-decision-actuation process needs to be ac
complished in the life time of the wall structures. That means 
real-time operation in a necessity. In other words, on-board 
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Fig. 23 A surface shear stress imaging chip 

signal processing is required. A micro-electro-mechanical-sys
tem with large scale integrated microsensors, microelectronics 
and microactuators offers an opportunity to solve these types 
of engineering problems which require distributed real-time 
control. 

The Surface Shear Stress Reduction Experiment. The 
surface shear stress reduction experiment was carried out in a 
two-dimensional channel flow facility. The channel has a cross 
section of 2.54 cm X 61 cm. The channel is 488 cm long. 
The mean velocity can be varied from 5 m/s to 30 m/s. The 
background turbulence level is about 0.1 percent. 

The detection of the high shear stress streaks was performed 
in the fully developed turbulent portion of the channel. An 
understanding of the interaction between the actuator and the 
wall structure is a crucial part of controlling the shear stress. 
Since the integrated sensing-decision-actuation is still under 
development, a stationary streamwise vortex embedded in the 
laminar part of the channel flow was used as a model to study 
the actuator-vortex interaction (Tung et al., 1995). 

Detection of High Shear Stress StrealiS. A surface shear 
stress imaging chip was developed for mapping the instanta
neous shear stress (Jiang et al., 1996). The imaging chip con
tains eighty-five micro sensors (Fig. 23). Each of the three long 
rows contains twenty-five sensors and the two short rows have 
five sensors. By placing the imaging chip in the turbulent flow, 
the voltage outputs from twenty five sensors in the same row 
were sampled and processed against the calibration curve to 
convert into stress. The signals are displayed as 2-D shear stress 
contours in Fig. 24. The time axis is converted to a pseudo 
streamwise coordinate by multiplying by the convection speed. 
This surface stress map shows the long streaky pattern of the 
high stress region (light regions). When the Reynolds number 
is reduced, the mean width of the streaks increases (Fig. 24(b)). 
These data demonstrate the capability of distributed sensors in 
capturing random events. 

In order to activate the actuator only in the high stress region, 
we first need to determine the transverse dimension of the high 
stress region. Then, the actuator located downstream will be 
moved. A single sensor which is much smaller than the size of 
the flow feature is not able to know whether itself is experienc
ing high stress or not. A detection logic circuit (Fig. 25) was 
design for this purpose (Gupta et al., 1996). Basically, the 
signal output of a sensor is compared with its neighboring sen-

JNonlinear 
9 Filter 

I Threshold Unit 

Actuator 

Fig. 25 Blocl< diagram of the control circuits 

Fig. 26 Contours of (a) the instantaneous surface shear stress and (b) 
the output of the control circuits 

FLOW 
1.3 mm 

Fig. 24 Instantaneous surface shear stress measured by the imaging 
chip, (a) Re = 17,517; (b) Re = 8,758. Re is based on the half width and 
centerllne velocity of the a turbulent channel flow. 

Fig. 27 Schematic of the vortex generator 

sors through a filter-threshold combination. Whenever a sudden 
change is found, the edge of the high shear stress region is 
determined (Fig. 26). This chip can provide real-time decisions 
and also delivers current to energize the electro-magnetically 
driven actuator. 

Interaction between Micromachined Actuator and 
Streamwise Vortices. A crucial part of shear stress control 
is to determine the efficient control scheme which needs to be 
developed with an in-depth understanding of the interaction 
between actuator and flow structures. As a first step, an actuator 
interacting with a stationary vortex embedded in a laminar flow 
is used to explore this phenomenon. A 1.3 mm thick vortex 
generator with a curved surface (Fig. 27) is placed on the 
surface of the channel. At the end of the vortex generator, a 
longitudinal vortex pair is produced. Between the two vortices, 
high speed fluid is brought toward the wall. It generates a high 
shear stress streak (Fig. 28(a)) . The micromachined actuator 
is a silicon nitride flap with 30 turns of copper coil and matches 
the size of the longitudinal vortex pair. A permanent magnet is 
located under the actuator. When an a.c. current passes through 
the coils at a constant frequency, the flap oscillates at that fre
quency (Miller et al., 1996). The surface shear stress is mea
sured and phase averaged (Fig. 28(b)). The surface shear stress 
map shows an appreciable reduction. We integrate the shear 
stress along the spanwise direction and plot the integrated stress 
as a function of the phase angle of the actuator motion (Fig. 
29). Throughout the whole cycle, the surface shear stress is 
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Fig. 28 Contours of ensemble-average dU/dy. (a) Vortex generator 
only; (b) Vortex generator and an oscillating micro actuator. 

lower than that of the stationary vortex alone. The lowest dura
tion is at around the time when the actuator stays at the upper
most location. At 20 Hz oscillation, the stress under controlled 
conditions can be lower than that of a Blasius velocity profile. 
This suggests that the flap type actuator can effectively transport 
the low speed fluid into the high speed stream. At frequencies 
higher than 20 Hz, the efficiency decreases. However, frequency 
should not to be the proper operating parameter to characterize 
the actuation. We believe that the frequency multiplied by the 
oscillation amplitude of the flap is a more appropriate parameter 
because it is related to the perpendicular speed needed to trans-, 
port the high speed fluid away from the surface in the high 
shear stress region. More experiments are underway to clarify 
the actuator-vortex interaction phenomenon. 

Concluding Remarks 
The emerging Micro-Electro-Mechanical-Systems (MEMS) 

technology deals with phenomena in a very distinct length scale, 
the micron size. In this range, the surface to volume ratio is 
much larger than that in the macro scale. Hence, the surface 
effects, e.g. force and chemistry, become a dominating factor. 
On the other hand, MEMS technology provides us with sensors 
and actuators in the micron size. These micro transducers enable 

vortex generator only 

40 Hz 

53.3 Hz 

80 Hz 

T" T" " T 
2 i i 

Phase of actuator 

Fig. 29 Variation of the drag coefficient with actuator phase angles for 
different actuator oscillating frequencies 

us to explore and control the natural phenomena in a length 
scale regime in which we have not had much experience. The 
integrated micro-electro-mechanical system can execute in real
time a sensing-decision-actuation process which enables us to 
control randomly distributed events in intricate turbulence con
trol problems. MEMS is a field which is rich in scientific chal
lenges as well as an enabling technology for broad engineering 
applications. 
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Rarefaction and Compressibility 
Effects in Gas IVIicroflows 
Gas microflows are encountered in many applications of Micro-Electro-Mechanical 
Systems (MEMS). Computational modeling and simulation can provide an effective 
predictive capability for heat and momentum transfer in microscales as well as means 
of evaluating the performance of a new microdevice before hardware fabrication. In 
this article, we present models and a computational methodology for simulating gas 
microflows in the slip-flow regime for which the Knudsen number is less than 0.3. 
The formulation is based on the classical Maxwell/Smoluchowski boundary condi
tions that allow partial slip at the wall. We first modify a high-order slip boundary 
condition we developed in previous work so that it can be easily implemented to 
provide enhanced numerical stability. We also extend a previous formulation for 
incompressible flows to include compressibility effects which are primarily responsi
ble for the nonlinear pressure distribution in microchannel flows. The focus of the 
paper is on the competing effects of compressibility and rarefaction in internal flows 
in long channels. Several simulation results are presented and comparisons are 
provided with available experimental data. A specific set of benchmark experiments 
is proposed to systematically study compressibility, rarefaction and viscous heating 
in microscales in order to provide validation to the numerical models and the slip-
flow theory in general as well as to establish absolute standards in this relatively 
young field of fluid mechanics. 

1 Introduction 
Micron size mechanical devices are becoming more preva

lent, both in commercial applications and in scientific inquiry. 
Small accelerometers, with dimensions measured in microns, 
are being used to deploy air bag systems in automobiles. Tiny 
pressure sensors for the tip of a catheter are smaller than the 
head of a pin. Micro actuators are moving scanning electron 
microscope tips to image single atoms. New fabrication tech
niques, such as surface silicon micromachining, bulk silicon 
micromachining, LIGA (Lithographie Galvanoformung Abfor-
mung), and EDM (Electro Discharge Machining) are making 
these microdevices possible. The capability to batch fabricate 
and automate these fabrication technologies makes these micro-
devices inexpensive (Howe et al., 1990; Bryzek et al., 1994; 
Reed, 1993). Inherent with these new technologies is the need 
to develop fundamental science and engineering of small de
vices. Microdevices tend to behave differently than the objects 
we are used to handling in our daily life. The inertial forces, 
for example, tend to be quite small and surface effects tend to 
dominate their behavior. Friction, electrostatic forces, and vis
cous effects due to the surrounding air or liquid become increas
ingly important as the devices become smaller. 

This paper focuses on the fundamental laws and the metrol
ogy of gas microflows, i.e., gas flows in devices with character
istic dimension of the order of a micron (//m). They are encoun
tered in many applications of Micro-Electro-Mechanical Sys
tems (MEMS) such as instrumentation, microelectronics, 
bioengineering, and advanced energy systems (Gabriel et al., 
1988; O'Connor, 1992). An example of such a device is a 
polysilicon, surface-micromachined side-drive micromotor. The 
fabrication, operation, and performance of such a motor have 
been studied extensively in recent years by Tai et al. (1989), 
and Mehregany et al. (1990). Figure 1 shows a sketch of such 
a motor along with the characteristic dimensions. Typical op-
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erating conditions for an angular speed of a; = 5000 rad/sec 
show that the Reynolds number Re =̂  1 for the flow in the gap 
and that the Mach number M < 0.01 based on the rotor tip 
speed. In this small gap, a gas flow cannot be modeled based 
on the continuum hypothesis. The deviation of the state of the 
gas from continuum is measured by the Knudsen number (Kn), 
which is defined as Kn = X/L, where X. is the mean free path 
of the molecules and L is representative of the domain length. 
For this micromotor, using the rotor base dimensions (L = 3 
pm) and assuming that operation conditions are atmospheric, 
we obtain the value Kn = 0.022. 

While the nominal Knudsen number is relatively small for 
the above example, there are other applications of microflows 
where the Knudsen number is significantly larger. For example, 
in magnetic disk storage, the gap between the magnetic head 
and the recording medium varies from 0.2 to 0.05 p,m. with the 
smaller dimension corresponding to an increase in recording 
capacity. The Knudsen number in this case is above one. Simi
larly, other microflows such as flows in helium leak detection 
microdevices and mass spectrometers correspond to a Knudsen 
number that may achieve values up to 200 (Tison, 1993). 

As the value of Knudsen number increases, rarefaction effects 
become more important and thus pressure drop, shear stress, 
heat flux and corresponding mass flowrate cannot be predicted 
from flow and heat transfer models based on the continuum 
hypothesis. On the other hand, simple models based on kinetic 
gas theory concepts are not appropriate either. An exception is 
the very high Knudsen number regime corresponding to near 
vacuum conditions in finite size devices or at atmospheric con
ditions but at device dimensions of the order of nanometer 
(nm). The appropriate flow and heat transfer models depend 
on the range of the Knudsen number. A classification of the 
different flow regimes is as follows (Schaaf and Chambre, 
1961): For Kn < 10"' the fluid can be considered as a contin
uum, while for Kn a 10 it is considered a free molecular flow. A 
rarefied gas can neither be considered an absolutely continuous 
medium nor a free-molecule flow in the Knudsen number range 
between 10"^ and 10. In that region, a further classification is 
needed, i.e., slip-flow (10~^ < Kn < 0.1) and transition flow 
(0.1 < Kn < 10). This classification is based on empirical 
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BEARING BUSHING 

Fig. 1 Diagram of a side-driven micromotor with typical dimensions 

information and thus the limits between the different flow re
gimes may depend on the problem geometry and special condi
tions. A comprehensive review on the theory of internal flows 
at low pressures is given by Thompson and Owens (1975); a 
general review on rarefied gas dynamics is given by Muntz 
(1989). 

A verification of this taxonomy is provided in Fig. 2 where we 
plot the experimental data by S. Tison obtained at the National 
Institute of Standards (NIST) at very low pressures in a pipe 
of diameter d = 2 mm (Tison, 1994). Both inlet and outlet 
pressures were varied in the experiment while the corresponding 
Knudsen number varied from almost 0 to 200. In this log-log 
plot, we can easily identify three distinct flow regimes, although 
the corresponding values at the boundaries between the different 
regimes is somewhat different than the aforementioned ones 
(Schaaf and Chambre, 1961). In particular, the slip flow regime 
extends up to Kn = 0.6 and the transition regime up to Kn = 
17. It is interesting to notice the very slow variation of mass 
flowrate in terms of the pressure difference in the transition 
regime. In that range of Knudsen number a minimum occurs 
in the mass flowrate divided by the difference of inlet and exit 
pressures (M/AP) if the data are replotted in terms of the 
average pressure between inlet and outlet. This minimum was 
first identified by Knudsen (1909) and has been observed in 
many experimental and analytical studies (Tison, 1993; Loyalka 
and Hamoodi, 1990; (see Kennard, 1938 p. 309). The form of 
the plot in Figure 2 also suggests that a nonlinear pressure drop 
takes place in this rarefied pipe flow. Scaling of the mass flow-
rate with the difference of pressure squares is characteristic of 
low Reynolds number, compressible flows in long channels. 

The first experimental study of microflows using micro-ma
chined channels was conducted for both gases and liquids by 
Pfahler et al. (1991) in a Reynolds number range 0.50 s Re 
< 20 and Knudsen number 0.001 s Kn < 0.363 for a hydraulic 
channel diameter D^ = 8 /zm and channel length 11 mm. The 
corresponding Mach number at the inlet was very small but at 
the exit high subsonic values were achieved. For example, for 
an inlet to exit pressure ratio of 10, exit Mach numbers as high 
as 0.7 are reported by Pfahler et al. (1991) and Harley et al. 
(1995). The reported skin friction reduction due to apparent 
slip of the flow has been confirmed in other similar experimental 
studies (Arkilic et a l , 1994) using different micro fabrication 
techniques to fabricate the microchannels. In particular, in the 
work of Liu et al. (1993) and Pong et al. (1994) the pressure 
distribution along the microchannel was measured by using a 
surface micromachined system with a number of sensors as part 
of the surface. A nonlinear pressure distribution was clearly 
demonstrated in these experiments; however more data are 
needed to adequately describe its origin. Other recent work 
focusing on measuring and modeling microflows is presented 
in Shoji and Esashi (1994), Wilding et al. (1994), and Zengerle 
and Richter (1994). 

In our studies we have identified four important effects in 
microflows. These are: compressibility, rarefaction, viscous 
heating, and thermal creep ejfects. The current paper empha
sizes compressibility and rarefaction effects for shear and pres
sure driven microflows. Viscous heating is due to the work 
done by viscous stresses, and it is important for microflows, 
especially in creating temperature gradients within the domain 
even for isothermal boundary conditions. The thermal creep 
(transpiration) phenomenon is a rarefaction effect. For rarefied 
gas flows it is possible to start the motion with tangential tem
perature gradients along the channel surface. In such a case the 
gas molecules start creeping from cold to hot direction (Ken
nard, 1938, Kruger et al., 1970). Thermal creep can be im
portant in causing variation of pressure along tubes in the pres
ence of tangential temperature gradients. Thermal creep effects 
are also included in our model; the importance of these effects 
for incompressible flows has been documented in Beskok and 
Karniadakis (1994). A systematic study of thermal creep for 
compressible flows will be presented in a future publication. 

Numerical simulation studies are well suited for microflows, 
however the breakdown of continuum at microscales leads to 
uncertainties regarding the governing constitutive laws. In the 
slip-flow regime, it is reasonable to employ the Navier-Stokes 
equations modified at the surface with appropriate velocity-slip 
conditions (Thompson and Owens, 1975). In previous work, 
in a series of papers (Beskok and Karniadakis, 1992, 1993, 
1994) we developed an incompressible flow model with high-
order velocity-slip boundary conditions. This approach essen
tially extends the governing equations used in modeling high-
altitude slightly rarefied aerodynamic flows (Kennard, 1938; 
Schaaf and Chambre, 1961). In the current work, we use a 
numerical formulation we have developed for compressible no-
slip as well as slip-flows in order to quantify the compressibility 
and rarefaction effects in the sUp-flow regime. The results we 
present are consistent with experimental studies and agree very 
well in nondimensional form both for flows in microdomains 
where the Knudsen number is finite, due to the micron-size 
characteristic length, as well as in flows in domains of large 
size at near vacuum conditions. A fundamental question con
cerns the validity of the dynamical similarity between these two 
types of flows. In other words, are microflows at atmospheric 
conditions dynamically similar to rarefied (i.e., low pressure) 
flows in macro-domains. In conjunction with such questions we 
propose a set of benchmark experiments which, we believe, 
will aid in our fundamental understanding of the flow physics 
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Fig. 2 Variation of mass flowrate as a function of (Pf„ - P^„,). The data 
are for rarefied gas flow experiments conducted by S. Tison at NIST (Kn 
is based on the pipe exit pressures which are very close to vacuum, and 
pipe radius). 
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and will validate the computational models we develop in this 
work. 

The paper is organized as follows: In Section 2 we summarize 
the mathematical and numerical formulation and develop a 
high-order velocity slip boundary condition. In Section 3 we 
present typical results in shear-driven flows and compare with 
analytical models. In Section 4 we include results for pressure-
driven flows and compare with experimental results. In Section 
5 we propose a set of benchmark experiments motivated by 
the simulation results. Finally, in Section 6 we summarize our 
findings. 

2 Models and Formulation 

2.1 Compressible Navier-Stokes Algorithm. We con
sider here the slip-flow regime where we assume that gas mi-
croflows are governed by the Navier-Stokes equations and ap
propriate velocity-slip boundary conditions. In a previous study 
(Beskok and Kamiadakis, 1994), we developed an incompress
ible flow formulation; however, the experimental results re
ported by Liu et al. (1993) show nonlinear pressure distribution 
in microchannel experiments suggestive of strong compressibil
ity effects. For this reason, we have developed a new algorithm 
that solves the compressible Navier-Stokes equations using a 
spectral element/time-splitting algorithm. The algorithm treats 
the inviscid part (Euler equations) first using the characteristic 
decomposition procedure and a Gauss-Lobatto-Legendre collo
cation algorithm. Subsequently, the viscous part is discretized 
using a Galerkin formulation that enforces interelemental conti
nuity conditions. Details of the algorithm including the treat
ment of element interface boundary conditions as well as valida
tion of the spectral element algorithm for subsonic compressible 
flows in complex geometries is presented elsewhere (Beskok 
and Kamiadakis, 1996). 

In the results that follow, a systematic study of discretization 
errors has been performed by p-type grid refinements (increas
ing the order of polynomial expansions). The discretization 
errors are estimated by using the global mass and momentum 
balances. A maximum error of 1 percent in global conservation 
laws is taken as an acceptable norm. It was found that continuity 
is satisfied with 0.05 percent error and momentum is conserved 
with less than 1 percent error in all cases. 

2.2 Velocity-Slip and Temperature-Jump Conditions. 
In previous studies (Beskok and Kamiadakis, 1992, 1993, 
1994) with incompressible flow models we employed the veloc
ity-slip and temperature-jump boundary conditions given in the 
following non-dimensional form: 

V,-U„ = 
2 - (7„ Kn at/. 

cr„ 1 - Z) Kn 9n 

+ ; ^ ( 7 - l ) K n ^ R e ^ , {la) 
2-n as 

T - T = 
OT 

Ox 

2y 

. 7 + 1 

K n 9 r 

Pr dn ' 
{\b) 

where Ug and Tg refer to the gas velocity and temperature, 
respectively, and U„ and T^ are the corresponding wall quanti
ties. Also didn and dids denote the normal and tangential 
derivatives evaluated at the surface, respectively. Here cr„ and 
GT are the accommodation coefficients of the solid surface (Sax-
ena and Joshi, 1981), and fo is a high-order slip coefficient (see 
Beskok and Kamiadakis, 1994). The case b = Q corresponds 
to classical Maxwell (first-order) slip boundary condition. 

The numerical implementation of Eqs. ( l a ) and {lb) are 
somewhat complicated due to the mixed-type (Robin) boundary 
conditions. An explicit (in time) implementation of Eq. ( l a ) 

at time level (n -I- 1 )Af (ignoring for simplicity the temperature 
term) is as follows: 

i7"+' - U 

= S «i 
1=0 (Jv 

Kn dU 

1 - bYin dn 
+ ©(Ar-'), (2) 

where a, denotes the weights necessary to obtain the time-
accuracy 8 (Af') with Af the time step, and J the order of 
integration mle (e.g., 7 = 2 for second-order time accuracy). 
However, explicit treatment of boundary conditions is an extrap
olation process and thus it is numerically unstable, e.g., for high 
values of Knudsen number. 

Through numerical experimentation, we have determined that 
the overall Navier-Stokes solution, with explicitly implemented 
velocity-slip boundary conditions, becomes unstable when the 
calculated slip amount {Ug - U„) al & certain time step is 
sufficiently large to cause a sudden change of the sign of wall 
vorticity, in the next time step. This empirical finding can be 
readily justified by considering the following argument. For a 
linear Couette flow (see Section 3) with driving velocity UQ 
and local gas velocity t/, at a distance (A_y) away from the 
wall, it is possible to approximate (to a first-order accuracy and 
for (7„ = 1) the slip velocity Ug as: 

U.-U. = Kn 
Ux - Up 

Ay 
(3) 

For no-change in the sign of vorticity at the wall, we require 
that (Uo - Ui) > (Uo - Ug) = -Kn (f/, - Uo)/Ay; this is 
satisfied if Ay > Kn (in nondimensional form). This limit is a 
significant restriction, especially for spectral-based methods as 
the one we use in our discretization, where collocation points 
are clustered very rapidly close to the boundaries. Therefore, 
spectral and high-order methods that typically provide high-
order accuracy are amenable to numerical instabilities of this 
form. 

To circumvent this difficulty and model high-order rarefac
tion effects accurately, we present here a reformulation of the 
velocity-slip boundary condition. This will be obtained by an 
approximate analysis of the motion of a monatomic gas near 
an isothermal surface. To this end, we consider the tangential 
momentum flux near the surface. We then assume that approxi
mately half of the molecules are coming from the layer of gas 
one mean free path (X) away from the surface with an average 
tangential velocity of Ux, while the other half of the molecules 
are reflected from the wall. Furthermore, we assume that cr^ of 
the molecules are reflected from the wall diffusively (i.e., with 
average tangential velocity corresponding to that of the wall), 
and that (1 - (T„) of the molecules are reflected from the wall 
specularly (i.e., conserving their average incoming tangential 
velocity t / J . Following Schaaf and Chambre (1961), the slip 
velocity for isothermal surfaces is then 

Ug = i[U, + (l -CT„)t/ ,+ o-„t/J. (4) 

This was also our starting point in the derivation of Eq. ( l a ) 
including second-order effects (Beskok and Kamiadakis, 
1994). In this new approach, we first find all locations at a 
distance (X) away from the surface. We then perform spectrally 
accurate interpolations to find the local flow variables (Ux, TO 
at these locations, and subsequently evaluate the slip velocity 
using Eq. (4). 

Next we show that Eq. (4) corresponds to a high-order slip 
boundary condition by simply expanding f/x in (4) in terms of 
Ug, using Taylor series expansion. This results in: 
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u.-u„ = 
2 - o-„ \ , fdU\ Kn̂ ' /d^U\ 

(5) 

where the subscript s denotes the surface where slip occurs and 
n is the normal coordinate. 

For the temperature-jump boundary condition, a derivation 
based on kinetic theory of gases is given in (Kennard, 1938). 
We propose the following form for the high-order temperature-
jump condition by analogy with Eq. (5): 

T = 
2 - (TT-

C7T 

2y 
7 -I- 1 

K„lf 
on 

Kn^ 

dn'' 

Kn' 
, (6) 

which can be re-arranged by recognizing the Taylor series 
expansion of Tx about Tg to give a temperature-jump boundary 
condition similar to Eq. (4) as: 

(2 - ar) 

T = 
Pr (y + 1) 

Tx + ajT^ 

GT + 
(2 - ar) 

Pr 

(7) 

If temperature gradients are present along the surface, the 
velocity slip is modified to include thermal creep (Kennard, 
1938). Equation (4) should then include the term (3CT„/8) (fiR/ 
P)(dT/ds), where s denotes the direction along the surface. 

We have found that these new boundary conditions (Eqs. (4) 
and (7) are numerically stable for values of Knudsen number 
up to 0.5, covering essentially the entire slip-flow regime. The 
previous boundary condition developed in (Beskok and Karnia-
dakis, 1994) caused numerical instabilities for typical flows 
above Kn > 0.1. 

As regards accuracy of the two velocity-slip boundary condi
tions, i.e., Eq. ( l a ) versus Eq. (4) we can analyze the differ
ences for the two-dimensional pressure-driven incompressible 
flow between parallel plates separated by a distance h in the 
sUp-flow regime. Assuming isothermal conditions and that the 
slip is given by Eq. (4), the corresponding velocity distribution 

2fj, ax 
yl^i + l 
h' h 

Cv 

ffu 
(Kn" - Kn) (8) 

which is identical to the results obtained using the Eq. ( l a ) up 
to second-order terms in Kn given below: 

U{y) = 
h/_dP_ 

2/u dx 

2 - (7„ Kn 

1 -I- Kn 
(9) 

their relative importance. The current capabilities of these codes 
are summarized in Table 1. 

Our incompressible models incorporate both the new (Eq. 
(4)) and the old boundary conditions (Eq. ( l a ) ) . There are 
no fundamental limitations in implementing the new boundary 
conditions for three-dimensional flows. The new boundary con
ditions have also been implemented in the version of incom
pressible flow solver, which solves the momentum equation 
only. In the following sections, we use the code /^Flow to study 
in detail rarefaction and compressibility effects in gas mi-
croflows. 

3 Shear-Driven Microflows 
Shear-driven flows are encountered in micromotors and mi-

crobearings. In the simplest form, the linear Couette flow can 
be used as a prototype flow to model such flows driven by a 
moving plate. An analytical solution is easy to obtain given the 
simplicity of the geometry consisting of two plates separated 
by a distance h. The flow is driven by moving the upper plate 
at a constant velocity U«,; the upper plate temperature is at Too 
while the bottom plate is assumed to be adiabatic. Also for 
simplification, viscosity and thermal conductivity are assumed 
to vary linearly with temperature (i.e., K ~ fx ~ T), and the 
Prandtl number is fixed (for air Pr = 0.72). For a no-slip 
Couette flow it is possible to obtain the friction coefficient ( Q 
= TjiO.SpUl)) (Liepmann and Roshko, 1957; p. 313): 

1 + Pr ^^^^Mi 
Cf= 2-

Re 
(10) 

where Moo is the Mach number based on the upper plate velocity 
and temperature, and Re is the Reynolds number based on the 
channel height h. 

To validate the developed code /xFlow, we have performed 
a series of simulations corresponding to top plate temperature 
TL, = 300 K and Reynolds number Re = 5. The simulations 
are performed by using 9 elements with 6* order polynomial 
expansions per direction in each element. The Mach number 
Moo is specified by varying the driving velocity of the top plate 
Uoo. Correspondingly, rarefaction effects are specified through 
the Knudsen number, since 

Kn» = 
V7r7/2 M» 

Re 
(11) 

The variation of friction coefficient as a function of Mach 
number and corresponding Knudsen number is shown in Fig. 
3. The friction coefficient of no-slip compressible flow increases 
quadratically in agreement with Eq. (10), well above the con
stant value of the corresponding incompressible flow. The no-
slip compressible flow simulations match the theoretical results 
exactly. For rarefied flows, slip effects change the friction coef
ficient significantly. Compressible slip-flow results are denoted 
by open circles in Fig. 3; for the specified conditions they 
correspond to small deviations from the incompressible slip-
flow results obtained from 

This can be easily seen by expanding the last term in Eq. (9) 
as a geometric series expansion in terms of powers of Kn. 
However, it still contains nonphysical third- and higher-order 
corrections whereas the new approach gives exact results 
(within the physical model assumptions). The leading error in 
Eq. (9) is therefore proportional to ih^/2fi)\idP/dx)\ Kn^ 

2.3 Summary of Computational Models. We summa
rize here, for convenience, all the computational models we 
have developed which are implemented in the spectral element 
code /liFlow. This code can be used to analyze rarefaction, 
compressibility, viscous heating, and thermal creep effects and 

Re - / • 

1 

1 + 2 ' — Kn 
Cti 

(12) 

In linear Couette flow the pressure is constant and therefore 
compressibility effects are due to temperature changes only. As 
M,<, increases the temperature difference between the two plates 
gets larger (due to the viscous heating). Correspondingly, com
pressibility effects become significant. It is seen in Fig. 3 that 
significant deviations from incompressible flows (slip/no-slip) 
are obtained for M„o > 0.3. In particular, we investigated a case 
where the bottom plate is kept at T„ = 350 K while the top 
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Table 1 Flow models and boundary conditions implemented in the /nFlow code 

Flow type 

Incomp 1 
Incomp 2 
Comp 

B.C. type 

(9(Kn, Kn^) 
ei(Kn") 

2-D/3-D 

2-D/3-D 
2-D 
2-D 

V. Slip 

Yes 
Yes 
Yes 

T. Creep 

Yes 
assigned 
Yes 

T. Jump 

Yes 
No 
Yes 

Kn limit 

<0.1 
>0.1 
<0.5 

plate is kept at T„ = 300 K. The friction coefficient of this case 
is also given in Fig. 3 (indicated as AT = 50 K). The simulation 
results are shown by solid and open triangles for the no-slip 
and the slip cases, respectively. The trend is different than the 
adiabatic bottom plate case. No-slip results show small variation 
of Cf as a function of M, while for slip flows C/ is reduced 
significantly as Kn is increased. 

The density variation across the channel for compressible no-
slip as well as slip flows is shown in Fig. 4 for the case with 
adiabatic bottom wall. Here, we have normalized the density 
variation by the top plate density of the no-slip case (solid 
line). The no-slip cases exhibit large density variations for rela
tively large values of Moo. Since the pressure is constant, density 
variation across the channel is due to the drastic change in 
temperature, which is attributed to viscous heating effects. How-
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Fig. 3 Variation of si(in friction as a function of M and Kn for Couette 
fiow (Re = 5, T. = 300 K) 

ever, density variations are reduced in slip flows. There are two 
reasons for this behavior: First, the shear stress is reduced due 
to slip, reducing the viscous heating (work done by viscous 
stresses in the energy equation). Second, a temperature jump 
exists at the driving (top) plate; there is no temperature-jump 
on the bottom plate since it is adiabatic. 

The flow in a micromotor or a microbearing is more compli
cated than the linear Couette flow. We therefore consider a 
shear-driven grooved channel flow in order to model the geo
metric complexity of these microdevices. A segment of the 
domain is shown in Fig. 6. The flow separates and starts to 
recirculate in the grooves even for small Reynolds number 
flows. In our numerical model we have assumed that the top 
wall is moving with speed [/», and both surfaces are kept at the 
same temperature (300 K). We also assumed that the geometry 
repeats itself along the flow direction. Therefore the flow is 
periodic, and only a section of the channel is simulated. In our 
simulations the Reynolds number is fixed (Re = 5.0), and the 
Knudsen number is increased by decreasing the channel gap 
(and correspondingly the entire geometry is reduced by the 
same scale to ensure dynamic similarity of channels). Therefore 
the top wall speed Uoo is increased to keep the Reynolds number 
constant, resulting in an increase of flow Mach number ac
cording to Eq. (11). The domain is discretized with 12 elements 
of 6* order polynomial expansions in each direction per ele
ment. The accuracy of the results was tested by increasing the 
order of polynomial expansions (p-refinement), and no signifi
cant changes in the results were observed. 

In order to identify the accuracy of an incompressible model 
we compare the results of the incompressible model with the 
compressible model for the same Reynolds and Knudsen num
ber. In Fig. 5 we present the variation of mass flow rate in the 
channel versus the drag on the top channel wall normalized 
with its no-slip incompressible counterpart. Drag reduction due 
to rarefaction is clearly seen. For example, for Kn = 0.128, 
about 30 percent drag reduction is observed. Both models pre
dict a reduction in mass flow rate for slip flow. This is due to 
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the reduction in the volumetric flow rate. The mass flow rate 
predicted by the incompressible model is less than that of the 
compressible one due to the inability of the incompressible 
model to predict variations in density. 

The temperature contours for no-slip and slip (Kn = 0.086) 
flows are given in Fig. 6. The increase in temperature in the 
middle of the channel is due to viscous heating resulted from 
large shear stresses in this low Reynolds number flow. The 
viscous heating for slip flow is less than that of no-slip flow 
due to the reduction in shear stresses caused by the velocity 
slip. Also, the temperature of the gas near the walls is not the 
same with the prescribed wall temperature due to the tempera
ture jump effects. This may create a problem for micro-gas-
flow temperature measurements. Finally, the change in the tem
perature due to the viscous heating seems to be small in magni
tude. However, in microflows the gradients in temperature can 
be quite large due to the small length scales even for one degree 
temperature difference. 

4 Pressure-Driven Microflows 
We consider here two-dimensional flow between parallel 

plates at a distance h, with L being the channel length, where 
L/h > 1. The flow is sustained by a pressure gradient dPIdx. 
We also assume that the Reynolds number is relatively low and 
that the Knudsen number Kn < 0.5. It is therefore possible to 
simplify the Navier-Stokes equations for a uni-directional, iso
thermal flow by neglecting the inertial terms {puj (dui/dxj)) in 
the governing equations. This results in the following analytical 
solution for the streamwise velocity profile. 

2/x dx h h CT„ 
Kn) , (13) 

where we have used the new high-order boundary conditions 
(Eq. (4)). Notice that the second-order correction, which is 
typically omitted in other works (Arkilic et al., 1994), has the 
opposite sign compared to the first-order term; its contribution 
may be significant, especially for surfaces for which a„ < \. 

The corresponding mass flow rate is computed from M = p 
(J U(y)dy, where p = PIRT, assuming we can still treat the 

rarefied gas as an ideal gas. Expressing the Knudsen number at 
a location x as a function of the local pressure, i.e., Kn = Kuo 
PJP, where the subscript " 0 " refers to exit conditions, we 
obtain: 

M= " ^° [ ( n ? - 1) 
lAiiRTL 

+ 12^-:i2i:(Kno (n, - 1) - Kn^lnn,)] , (14) 

where we have defined n, = P, IPo as the pressure ratio between 
inlet and exit. The corresponding flowrate without rarefaction 
is given by 

M„, = 
lAfiRTL 

( n ? - i ) . (15) 
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Fig. 7 Variation of mass fiow rate normaiized witli tlie corresponding 
no-silp mass fiow rate as a function of pressure ratio 

Therefore, the increase in mass flow rate due to rarefaction can 
be expressed as 

J! i = 1 + 12 ^ ~ "'" '̂ "o 
n, + 1 

12-
CTv 

"-̂ Kn? ^"n--
n? 

(16) 

It is seen from this formula that the effect of the second-order 
correction is to reduce the increase in mass flow rate due to first-
order slip. In other words, the often-used first-order velocity-slip 
boundary condition over-predicts the mass flowrate for a given 
pressure ratio 11,. 

Having obtained the mass flowrate, the corresponding pres
sure distribution along the channel can be easily obtained as 

1 - n ' + 12 
1 

C o 
Kno(l - n ) 

+ 12 Knl In (O) = B(L - x). (17) 

Fig. 6 Temperature contours in no-siip and slip grooved cliannel 

where B is a constant such that 11(0) = 11;. Here we have 
defined n(x) = PlPo, i.e., the pressure at a station x normalized 
with the exit pressure. The above equation provides an implicit 
relation for Yl{x)\ the pressure distribution for a first-order 
boundary condition is obtained explicitly by neglecting the sec
ond-order terms ((9 (Kn^)) in Eq. (17). 

The formula for the flow rate has been tested directly using 
experimental data reported by Arkilic et al. (1994) as well as 
simulation results obtained using our code /uFlow. The results 
are plotted in Fig. 7 in terms of ratio of slip mass flow rate to 
the corresponding no-slip flow rate predicted by Eq. (16) as a 
function of pressure ratio. MicroChannel helium flow experi
ments of Arkilic et al. (1994) show a maximum of 10 percent 
deviation from the first-order theoretical curve. The deviations 
are more significant especially for low pressure ratio cases. The 
gain in the mass flow rate due to slip effects is very significant 
but it is reduced as the pressure ratio is increased. Comparison 
of the high-order formula with the first-order formula shows 
about 8 percent deviations for small pressure ratios; the devia
tions are reduced for higher pressure ratio cases. The numerical 
predictions for helium flow are consistent with the high-order 
formula, validating the accuracy of Eq. (16) for helium flows 
up to the pressure ratios studied in this paper. Both the rarefied 
air flow (Kn = 0.075) and the no-slip air flow show deviations 
from the high-order formula especially for high pressure ratios. 
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X/L 

Fig. 8 Computed pressure distribution along the cliannei center for air F'S-1° Deviation from linear pressure drop for n, = 2.02, nitrogen flow, 
flow (results are due to /uFlow) C" = ''•25 Aim); circles correspond to experimental data by Liu et al. 

(1993) 

The numerical predictions show less mass flow rate than the 
values predicted by the formula. The reason for this is the 
pronounced compressibility effects caused by the inertial terms 
in the Navier-Stokes equations, which were neglected in the 
derivation of Eq. (16). 

Next we examine the pressure distribution along the channel; 
the experimental results by Liu et al. (1993) and Pong et al. 
(1994) show a nonlinear pressure distribution. In Fig. 8 we plot 
the pressure distribution for air flow for different values of 
pressure ratios (11,) obtained from simulation. Also included is 
the pressure distribution for the corresponding compressible, 
no-slip flows. The curvature in the pressure distribution is more 
pronounced for the no-slip compressible flows than the rarefied 
flows, and this effect gets more dominant as the pressure ratio 
( n , ) is increased. For cases with 11; s 1.75, the pressure drop 
is practically linear, resembling an incompressible flow. 

To investigate the compressibility and rarefaction effects fur
ther, deviations from linear pressure distribution for helium and 
air flows for pressure ratio IT, = 3.5 is given in Fig. 9. Here 
we see that unlike the experimental findings of Liu et al. (1993) 
and Pong et al. (1994) the curvature in the pressure distribution 
for helium is less pronounced compared to the air microflow. 
This trend should be expected since for the same pressure ratio 
and exit pressure, the local Mach number for helium flow is 
smaller than the Mach number for air flow. Also the rarefaction 

Fig. 9 Deviation from linear pressure drop for air and helium flows {h 
= 0.65 fitn, III = 3.5, P„ui = 1 atm). Results are due to /iiFlow) 

effects for helium flow is larger than that of the air flow due to 
the relatively large mean free-path of helium molecules com
pared to air. Our simulation results indicated that rarefaction 
causes the opposite effect than compressibility, which is also 
evident from the analytical expression (Eq. (17)). This is 
shown in Fig. 10 where we plot the analytical predictions taking 
into account first- and second-order Knudsen number effects. 
The simulation results for nitrogen flow of Kn = 0.156, corre
sponding to the experiments of Liu et al. (1993), are also in
cluded. We see that pressure distribution agrees with the high-
order curve. The discrepancies are due to the neglected inertial 
terms in Eq. (17). The trends of experimental data and the 
simulations are qualitatively the same. They both predict smaller 
deviations from linear pressure drop than the corresponding no-
slip flow. There are, however, quantitative differences such as 
the maximum deviation location from linear pressure drop, 
which is at X/L ^ 0.4 for the experiments, and X/L =^ 0.55 
for the simulation. We observed a larger disagreement with the 
"second generation" experimental data obtained by Pong et al. 
(1994). Because of current uncertainties in these measurements 
(a different pressure distribution is measured if the flow direc
tion is reversed) we have not included this comparison in the 
present paper. 

Before we end this section, we would like to comment on 
the limitations of the analytic formulas given in (14) and (15). 
The derivation of these formulas is based on the additional 
assumptions that density and pressure across the channel at any 
given location are constant. Thermal effects are also neglected. 
Due to these limitations the analytic formulas can be applied 
to low Mach number flows (typically Mo s 0.10). In our simu
lations we have computed non-negligible density variations 
across the channel, especially for large pressure drop of nitrogen 
and air flows. The importance of inertial terms compared to the 
cross flow diffusion terms ( = Re(/j/L)) is estimated by using 
the aspect ratio L/h = 20, and the Reynolds number obtained 
by /uFlow. The difference between the analytic predictions and 
the solution of full Navier-Stokes equations is expected to be 
less than 20% for the most severe cases simulated in this paper. 
Equation (15) is indeed similar to an incompressible model 
where (dP/dx) = (Pi„ - Pout)IL, and density is evaluated at 
average pressure in the channel (i.e., p„„ = ((P,„ -I- P„„,)/2)/ 
RT). 

5 Proposed Benchmark Experiments 

There are several difficulties in performing microflow experi
ments. First, the mass flow rate is quite small (10^ 10^ 
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kg/s) and therefore difficult to measure. Second, pointwise 
measurements of pressure and temperature are difficult to make; 
the only pressure distribution obtained experimentally so far is 
due to Liu et al. (1993). Finally, the size and shape of micro-
channels are difficult to characterize. In the following, we intro
duce ideas for specific experiments that can alleviate some of 
these difficulties. The primary objective is the generation of 
accurate data bases for validating predictive computational 
models for gas microflows, and developing absolute standards 
for measurements. 

Pressure-Driven Microflow. The purpose of this experi
ment is to measure and correlate the mass flowrate and pressure 
drop in microchannel flows. The pressure distribution in the 
channels should also be measured to identify compressibility 
effects. A critical aspect of this benchmark experiment is the 
ability to modify and characterize the microchannels. Many 
different channel cross-sections, such as rectangular as well as 
triangular (in the shape of V-grooves) should be etched. Before 
the final assembly of the channels, surface characteristics, shape 
and dimensions of the channels should be accurately measured. 
The purpose of using various channel cross-sections in these 
benchmark experiments is to develop the concept of the equiva
lent ' 'hydraulic diameter'' for unified pressure drop predictive 
models like the Moody diagram in large diameter pipes 
(Schlichting, 1979). 

We propose to perform pointwise pressure measurements by 
connecting the tap holes on microchannels to a micro-measure
ment system. The micro-measurement system we propose con
sists of two volumes separated by a thin, flexible diaphragm, 
which provides a sensitive measure of the pressure difference 
between the pressure of two chambers it separates. This pro
vides comparison of pressure in a micro-volume (connected to 
the microchannels), with a large, and hence easily measured 
volume of fluid (measurement chamber). The curvature and 
deflection of the diaphragm will be measured optically, the 
pressure in the measurement chamber will be adjusted till the 
deflection of the diaphragm vanishes (i.e., the pressure on both 
sides of the diaphragm are identical), and the pressure at the 
measurement chamber will be directly recorded. Our approach 
of measuring point wise pressure in microchannels differs from 
that of Liu et al. (1993), where micro-pressure sensors are 
manufactured adjacent to the microchannels. The proposed 
measurement system here, is based on pressure measurements 
of much larger volume of fluids, and therefore it is expected to 
be more accurate than the measurement system used by Liu et 
al. (1993) and Pong et al. (1994). 

Shear-Driven Microflow. The purpose of this experiment 
is to study the rarefaction effects without the adverse effects of 
compressibility, which are present in pressure-driven micro-
channel flows. Here we consider a device similar to the Taylor-
Couette device. The flow is driven by one of the surfaces of 
the channels which is moving along the flow direction. The 
inner cylinder is rotated at a prescribed rate; the corresponding 
torque balancing the shear stress on the inner surface is mea
sured. The gap between two cylinders should be kept in the 
order of a micron. The cylinder radius and height should be a 
few centimeters; this is necessary for the validity of "thin gap" 
approximation. Maximizing the flow surface has several advan
tages, e.g., more reliable data can be obtained as the magnitude 
of the torque will be large, and the end-effects can be neglected. 
The micro-Taylor-Couette device is conceptually a large-scale 
device with micron-scale flow gap. Therefore, making such a 
device does not require fabrication techniques used in MEMS. 

Compressibility can be neglected for moderate rotational 
speeds. However, increase in the rotational speed results in 
significant compressibility and viscous heating effects. The ex
periments should be performed in a temperature and pressure 
controlled environment. Preferably one of the cylinder surface 
should be insulated, and cylinder surface temperature and pres

sure should also be measured. This way, compressibility and 
viscous heating effects can be identified. One other advantage 
of performing the experiments in a pressure-controlled environ
ment is the ability to vary the Knudsen number by either ad
justing the pressure in the apparatus or changing the gas. 

6 Summary 
In this paper, we have investigated the combined effects of 

compressibiUty and rarefaction in gas microflows. The flow 
regime we have considered corresponds to slip-flow, with the 
Knudsen number Kn s 0.3. The geometry we have primarily 
considered is a flat channel in order to compare with available 
experimental results and approximate theoretical models. How
ever, the numerical models we have developed are appropriate 
for complex geometries such as the grooved microchannel flow 
that we modeled in Section 3. Complex geometries are of great 
interest due to their practical use in fabricating channel networks 
in micro-scales consisting of sudden expansions and contrac
tions, bends, branches, etc. (Zohar, 1994). 

For pressure-driven channel flows, we have found that a non
linear pressure distribution is established in microchannels in 
accordance with the experimental results of Liu et al. (1993). 
In particular, for large pressure drop in air or nitrogen flow, 
compressibility effects are dominant and the curvature in the 
pressure distribution plot is very pronounced. However, in more 
rarefied flows such as helium flow, a pressure distribution with 
smaller curvature is obtained. In other words, our simulation 
results as well as approximate analytical models suggest that 
rarefaction negates compressibility, in contrast with experimen
tal findings of Pong et al. (1994). 

We have demonstrated that compressibility for shear-driven 
flows is negligible, and thus rarefaction dominates the momen
tum and energy transport. In particular, drag-reduction experi
enced in micro-devices can be clearly explained by rarefaction 
effects. Also, viscous heating effects is observed to create con
siderable temperature gradients in micron-sized domains even 
for iso-thermal boundary conditions. 

Based on the studies presented here we have proposed a set 
of benchmark experiments designed to validate the slip-flow 
theory in modeling microflows. In particular, we focus on the 
combined rarefaction and compressibility effects and suggest 
specific pressure distribution and mass flowrate measurements 
in microchannels of various crossections. In addition, we pro
pose a new experiment isolating rarefaction effects only by 
measuring the shear stress (torque) in a micro-Taylor-Couette 
device. These experiments are also intended for the experimen
talists to perform metrology experiments and establish second
ary standards. Moreover, the results of these experiments will 
be valuable to groups developing CAD systems for microme-
chanical research and development. 
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Small Silicon Pressure 
Transducers for Space-Time 
Correlation Measurements in a 
Flat Plate Boundary Layer 
Silicon based pressure sensors have been used to measure turbulent wall-pressure 
fluctuations in a two-dimensional flat plate boundary layer, Reg = 5072. The side 
lengths of the diaphragms were 100 jim (d* = 7.2) and 300 fim (d^ = 21.6), giving 
a ratio of the boundary layer thickness to the diaphragm side length of the order of 
240 and a resolution of eddies with wave numbers less than ten viscous units. Power 
spectra were measured for the frequency range 13 Hz <f < 13 kHz. Scaled in outer 
and inner variables a clear overlap region between the mid and high frequency parts 
of the spectrum is shown. In this overlap region the slope was found to be uj"', 
while in the high frequency part it was U}~^. Correlation measurements in both 
the longitudinal and transversal directions were performed and compared to other 
investigations. Longitudinal space time correlations, including the high frequency 
range, indicated an advection velocity of the order of half the freestream velocity. A 
broad band filtering of the longitudinal correlation showed that the high frequency 
part of the spectrum is associated with the smaller eddies from the inner part of the 
boundary layer, resulting in a reduction of the correlation. 

1 Introduction 

To increase our knowledge of boundary-layer dynamics, it 
is important to understand the physics of the fluctuating wall 
pressure that develops beneath a turbulent boundary layer. From 
the transport equations for the Reynolds stresses, it is evident 
that these pressure fluctuations are coupled, via complex interac
tions, to the mean shear as well as to velocity fluctuations. From 
an engineering point of view, interest in fluctuating pressure 
fields arises because the unsteady surface pressures are sources 
of undesired noise and vibrations. To this end, the characteristics 
of the fluctuating pressure have been extensively studied in 
analytical and experimental investigations. Reviews of earlier 
works may be found in e.g., Blake (1986), Eckelmann (1990), 
and Keith et al. (1992). 

Theoretically the problem has been addressed by Panton and 
Linebarger (1974) who performed numerical calculations of 
pressure spectra and examined the contributions from turbulent 
sources in various regions of the boundary layer. Also direct 
numerical simulations (DNS) have been used; and Spalart 
(1988), Kim (1989), and Choi and Moin (1990) examined 
turbulent channel flows for statistical and spectral features of 
fluctuating wall pressures. From an experimental point of view, 
the knowledge of the pressure fluctuations in turbulent flows is 
far from being as comprehensive as that of the velocity fluctua
tions. However, in the case of wall-pressure fluctuations, some 
general facts have been presented, like the order of magnitude 
of the root mean square (rms) value, the general shape of the 
power spectra, and the space-time correlation characteristics, 
see, Harrison (1958), Willmarth and Wooidridge (1962), Bull 
(1967), Bull and Thomas (1976), Lauchle and Daniels (1987), 
Schewe (1983), Blake (1986), and Farabee and Casarella 
(1991). A shortcoming in many of these experiments is the 
quality of the data. In the low frequency range the data may 
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be contaminated by facility-related noise, while in the high 
frequency range the spatial resolution of the transducers limits 
the accuracy. Usually the former difficulty is circumvented by 
noise cancellation techniques, e.g., Lauchle and Daniels (1987), 
or measurements on a free-flight glider. The spatial resolution 
problem, at the other end of the spectrum, is more difficult to 
handle; small pressure sensors are of course the ultimate solu
tion, but also highly viscous fluids and pinhole microphones 
have been used. The latter type of sensor has been questioned 
by e.g., Bull and Thomas (1976), who concluded that the use 
of pinhole sensors in air may lead to errors in the measured 
spectra. On the other hand, Farabee (1986), Gedney and Leehey 
(1989), and Farabee and Casarella (1991) have concluded that 
the pinhole sensors are effective for wall pressure measure
ments. Hence, the validity of pinhole microphone measurements 
is an open question. According to Keith et al. (1992), the spatial 
extension of the transducer is a key feature in studies of pressure 
fluctuations, since the pressure sensors must be sufficiently 
small to resolve turbulent scales of the order of ten viscous 
lengths. It is also necessary that the sensor frequency response is 
clearly established. Today silicon micro fabrication technology 
offers a unique opportunity to overcome these difficulties, since 
it is possible to fabricate small and fast responding sensors 
fulfilling the requirements on spatial and temporal resolution. 

The purpose of the current experiment was to use silicon 
based pressure transducers for studies focused on the high-
frequency portion of the wall pressure spectrum. Our aim was 
a large value of the ratio between the boundary-layer thickness, 
5, and the transducer diaphragm side length. This was obtained 
using transducers with diaphragm side lengths, a, of 100 and 
300 /xm, which in turn correspond to 61a of 240 and 80, respec
tively. Our small sensors resolved the high frequency range 
down to wave numbers less than ten viscous units. In the experi
ment, all sensor characteristics were established using static as 
well as dynamic calibrations. Measurements in the turbulent 
boundary layer yielded rms values and power spectra; and from 
space-time correlation analysis advection velocities of the pres
sure fluctuations were determined. (In this paper, we use the 
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definition of advection given by Webster's New Collegiate Dic
tionary, viz. "the horizontal movement of a mass of air that 
causes changes in temperature or in other physical properties 
of the air".) All our data were compared to other works e.g., 
Schewe (1983), Choi and Moin (1990) and Farabee and Casar-
ella (1991), and as a guideline for the scaling the results of 
Keith et al. (1992) was used. 

2 Silicon Based Pressure Transducers 
The introduction of silicon technology into fluid dynamics 

offers new possibilities in the design of extremely small sensors 
for the study of turbulent phenomena. Silicon based sensors 
for determining fluctuating velocity and pressure have been 
developed, fabricated and tested by Lofdahl et al. (1992) and 
(1994). 

The first generation of small silicon based pressure transduc
ers, with a diaphragm side length of 1000 fim, was developed 
and tested by Lofdahl et al. (1993). The important issues were 
to find a reliable method of detecting the diaphragm deflection, 
to determine the resolution, and to manage the operation of a 
sensor with a diaphragm thickness less than one micron. Further 
improvements of these sensors were reported by Lofdahl et al. 
(1994). In this work, the emphasis was on reducing the size of 
the diaphragm area. This second generation of pressure trans
ducers was fabricated with the sensing area consisting of a 
small (100 X 100 /xm and 300 X 300 fim) and thin (0.4 ij.m) 
diaphragm, as shown in Fig. 1. The pressure-induced diaphragm 
deflection is detected using two active piezoresistive polysilicon 
strain gauges located on the diaphragm. Two other passive 
gauges are integrated close to the diaphragm, making it possible 
to connect the four gauges in a temperature insensitive 
Wheatstone bridge. The requirement that the diaphragm deflec
tion be independent of the ambient pressure leads to the inclu
sion of a vent channel in order to equalize the static air pressure 
difference between the cavity and the ambient. 

The pressure transducer is fabricated using the same pro
cesses as in the fabrication of integrated circuits including batch 
fabrication, photolithographical techniques, film deposition and 
different etch procedures. In the fabrication of the silicon sen
sors the surface micromachining technique is employed, im
plying that all processing is made from the front side of the 
silicon wafer giving extremely high precision in the sensor di
mensions. The free-standing diaphragm and vent channel are 
created by the lateral removal of a sacrificial oxide, which is 

Metal conductors Vent channel Bond pads 

Diaphragm 

Cavity 

Fig. 1 The sensor and a close-up of the pressure sensitive diaphragm. 
The siiicon chip is 4 x 2 x 0.5 mm and the diaphragm area is 100 x 100 
lim and 300 x 300 jum. 

100 1000 
Frequency [Hz] 

10000 

Fig. 2 Frequency response of the pressure sensor with diaphragm side 
length 100 /itm 

accessible through a number of etch channels connected to the 
sides of the cavity and the vent channel. As shown in Fig. 1, 
the vent outlet for each sensor is in the end of the chip opposite 
the pressure sensor diaphragm, about 3 mm distant, in Kalvesten 
et al. (1996) a model developed for sensor modeling shows 
that this vent channel length is more than sufficient. For the 
multi-sensor array, each pressure sensor has its own vent chan
nels with separate outlets with a spacing of 2 mm. 

The frequency characteristics of the transducer were mea
sured using a Briiel and Kjaer Type 4226 closed coupler with 
a built-in reference microphone at a sound pressure level of 114 
dB. As shown in Fig. 2, the frequency response is flat within 
±3 dB in the range 10 Hz to 10 kHz. The deviations for high 
frequencies are due to interference in the coupler and are not a 
characteristic of the microphone. This conclusion is supported 
by the fact that the larger similarly fabricated 300 /xm diaphragm 
transducer reveals the same deviations. The acoustical sensitiv
ity of the 100 iim sensor is 0.9 /iV/Pa for a bridge supply 
voltage of 10 V. A low temperature sensitivity of about 1000 
ppm/°C is noted. Table 1 summarizes some characteristics of 
the pressure transducers. Further details of the calibration proce
dure and the fabrication may be found in Lofdahl et al. (1994) 
or Kalvesten et al. (1994). 

3 Experimental Arrangement 
All measurements were conducted in a closed low-speed 

wind tunnel. To generate the turbulent boundary layer, a flat 
plate of 2.5 m in length was positioned in the horizontal symme
try plane of the test section (1.25 X 1.80 X 3.00 m). Velocity 
data were obtained using standard hot-wires mounted on a tra
verse system. All boundary-layer parameters were calculated 
from these data. A freestream velocity of U„ = 30 m/s, corre
sponding to Rce = 5072 was studied. At the measuring position 
this corresponds approximately to a boundary-layer thickness, 
(5, of 24 mm, a displacement thickness, 6*, of 3.79 mm, and a 
friction velocity, Ur, of 1.10 nVs. For the current transducers, 
a dimensionless diaphragm size, d'^, would be 7.2 and 21.6, 
respectively. (Here d'^ is defined as d'^ = Urtt/v, where a is a 
characteristic length, in our case the side length of the dia
phragm.) Table 2 summarizes some data and gives a comparison 
to corresponding measurements of Schewe (1983), Choi and 
Moin (1990), and Farabee and Casarella (1991). The friction 
velocity was obtained by fitting the data to the log-law. These 

Table 1 
sensor 

Some measured characteristics of the pressure 

Frequency response 
Pressure sensitivity at 10 V 
Temperature sensitivity (TCS) 
Noise (A-weighted) 

:10-10000Hz(±3 dB) 
:0.9 MV/Pa (a = 100 /̂ m) 
ilOOOppm/'C 
:90 dB(A) 
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Table 2 Typical boundary layer and sensor characteristics for different investigations 

Investigation 

Present (1994) 
Schewe (1983) 
Choi and Moin 

(1990) 
Farabee and Casarella 

(1991) 

[/„ 
[m/s] 

30 
6.3 

1.8 

28.3 

Ur 
[m/s] 

1.10 
0.28 

0.11 

1.07 

Tw 
[Pa] 

1.43 
0.09 

0.014 

1.36 

6 
[cm] 

2.4 
3.0 

2.54 

2.78 

S* 
[cm] 

0.38 
0.46 

0.36 

0.43 

Rcfl 

5072 
1400 

285 

6025 

Re^ 

1737 
553 

184 

2010 

d 
[mm] 

0.1, 0.3 (a) 
Hd) 

2.5 (Ax) 

0.79 (pinhole) 

d* = 

7.2, 
19 

17.6 

56 

du^ 

21.7 

d/6* 

0.026 (0.079) 
0.22 

0.696 

0.18 

data agreed very well with an empirical formula for the current 
Reynolds number. To remove facility related noise the signal of 
the pressure fluctuations was filtered, so that the measurements 
include only frequencies in the range 13 Hz < / < 13 kHz, 
(9.6 X 10"' < u)6*IU^ < 9.6). For the correlation measure
ments, two other narrower frequency bands have been investi
gated; one high band of 300 Hz < / < 13 kHz (0.22 < W(5*/ 
[/„ < 9.6) and one low band of 30 Hz < / < 1000 Hz (0.022 
< w5*/t/oo < 0.74). 

The pressure transducers were flush mounted on the flat plate. 
To obtain a smooth surface the following mounting procedure 
was performed; first, a square hole, slightly larger than the 
silicon chip, was made through the circuit card. A tape was 
then mounted on the front of the card hanging over the edges 
with the adhesive side down. Second, from the back of the 
circuit card the silicon chip was carefully placed on the adhesive 
side of the tape. Epoxy was then poured from the backside to 
fill up the air gap between the chip and the edges of the hole. 
After drying, the tape was removed and a perfectly flat and 
smooth surface was achieved. In the final step, the circuit card 
was lowered and glued into the flat plate. 

To obtain minimum aerodynamic disturbances all electrical 
connections were led through the circuit card and soldered on 
the front. This produces a very smooth surface with the largest 
irregularities of the order of 30 /um, which is less than the 
estimated Kolmogorov length scale of 50 /xm, see Lbfdahl et 
al. (1994). Errors due to bonding wires were judged to be 
negligible since the wires were located downstream of the dia
phragm and the normal extension was less than the Kolmogorov 
length. To minimize electrical disturbances the circuit card was 
equipped with a ground plane on the back and all electrical 
wires to the amplifier were shielded. For the silicon pressure 
sensors, disturbances due to internal noise as well as external 
influences were shown to be less than a corresponding pressure 
level of 0.6 Pa (see also Fig. 5) . To confirm that vibrations of 
the plate did not affect the measurements, spectral measure
ments were conducted for a free stream velocity of 30 m/s with 
the sensor mounted on the plate but shielded acoustically from 
the flow. The result showed a negligible difference as compared 
with the results obtained with the sensor unshielded and for 
zero free stream velocity. All standard velocity and pressure 
measurements were quite straightforward. The uncertainty in 
the results was estimated to be much less than 1 percent. 

Printed circuit card flusli 
mounted to the flat plate 

Silicon cliip with 
six diaphragms 

Flow direction 

~̂ =rô "Y' "Y' "Y—'Y^"^^ 

' - -A Sliieided wires to amplifiers 

For the space and space-time correlation measurements, a 
silicon chip with a longitudinal array of six diaphragms with a 
spacing in the streamwise direction, X\, of 2.000 mm, corre
sponding to X\I6* of 0.53, between each diaphragm was em
ployed (see Fig. 3). For the transverse correlations, the six 
diaphragm chip was rotated in the plane. This was accomplished 
by rotating the printed circuit card in a special revolving section 
of the plate. 

4 Results and Discussion 
In this section measured wall pressure fluctuations beneath a 

fully developed two-dimensional flat plate turbulent boundary 
layer are presented. The quantities studied are the rms ampli
tude, the power spectra and the space-time correlations, the 
latter giving the advection velocities. The definition of a double-
sided power spectrum is 

P rms 
Jo 

4>(uj)d(jj, 

Fig. 3 The six-diaphragm microphone glued with epoxy into the printed 
circuit card to obtain a smooth surface 

where prms is the rms fluctuating wall-pressure, (^(w) the double-
sided wall pressure spectral density, and ui the angular fre
quency. Noteworthy is that the definition of <A(/) = 2T:(I)(UI) 
is used, and that some data of other authors (included in the 
figures) are divided by a factor of 2 for consistency. 

4.1 Rms Pressure Fluctuation. The rms values of the 
wall pressure fluctuations, Prms/fw. arc shown as functions of 
the Reynolds number, Re^, in Fig. 4, where we have included 
measurements of Bull (1967), Schewe (1983), Blake (1986), 
Lauchle and Daniels (1987), and Farabee and Casarella (1991) 
and DNS of Spalart (1988), and Choi and JMoin (1990). (The 
numbers indicated in the figure correspond to the transducer 
sizes expressed in terms of î"̂  units as given by the author in 
context.) A general increase in PmJT^ can be seen as the dia
phragm size decreases, see e.g., Schewe (1986). Our measure
ments underline that a smaller d* implies higher rms pressures 
due to better spatial resolution. In our work the d'^ range, 7.2 

PrmJ'^w 

5 

4 

3 

2 

1 

0 

1 0 ' IQ-" 1 0 ' 10 ' 
Reg 

Fig. 4 Dependence of normalized rms pressure fluctuation on Reynolds 
number, Re, (uncertainty less than 10 percent) 

• a = 100 >/m 
A a = 300 iim 
X Bull (1967) 
• Schewe (1983) 
D Blake (1986) 
+ Lauchle (1987) 

• O Spalart (1988) 
A cRol& Moin (1990) 
0 Farabee (1991) 

o 19* 
o 
A + 

1 333 

7.2 • 
21.6 A 

if ^^ X256 

X180 
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Table 3 List of contributions to plmJ^w for the presence fluctuations for different spectral regions 

Frequency range Inner variable scaling 
Present investigation 

for a = 100 /im. 
Farabee and 

Casarella (1991) 

Low 
Mid 
Overlap 
High 

vjvlul < lOO/Rê  
100/Rê  < Lovlul < 
0.30 < ujvlul 

0.30 
9.6 

13.9 
0.7 

0 
1.7 
3.3 
4.8"'> 

'"'This contribution is derived from Bull (1967). 

s <i"̂  s 21.6, was considerably smaller than in the other works, 
where d* varied from 19 to 330. However, Lauchle and Daniels 
(1987) reported measurements in the range Q.l s. d* :^ 1.5 
but their data were taken in a pipe flow with glycerine as work
ing fluid and it is therefore difficult to make a direct comparison 
to the other data in Fig. 4. Our rms values were obtained in 
two ways: by direct measurement with a true rms voltmeter and 
an integration of the pressure spectrum. A comparison of the 
two methods yielded the same value. Noteworthy in Fig. 4 is 
that the pinhole measurements of Farabee and Casarella (1991) 
are lower than ours, in spite of the fact that these measurements 
were taken in approximately the same Reynolds number range. 
We divided the frequency range into four subdomains: low, 
mid, overlap and high. It can be shown (see Farabee and Casa
rella, 1991) that the low frequency region of the pressure spectra 
contributes very little to the rms value, and hence, this part 
may be neglected. In our direct integrations of the different 
subdomains we obtained for the mid-frequency region, LOVIUI 
< 100/Re^, plnJrl = 9.6, for the overlap region, lOO/Re^ < 
ujvlul < 0.3(), p'^msfri = 13.9, and for the high frequency 
region, OJ6*/UI > 0.3, PLS/TW = 0.7. Comparing these data to 
corresponding calculations of Farabee and Casarella (1991), 
see Table 3, some deviations may be noted. However, it is 
important to be aware of the different assumptions made in the 
two calculations. Farabee and Casarella (1991) assumed that 
the spectra follow an uj~' scaling for the overlap region and in 
order to ensure that sensor resolution limitations did not artifi
cially decrease the contribution in the high frequency region, 
an empirical equation given by Bull (1979) was used. Compari
sons to the DNS of Choi and Moin (1990) are difficult to make 
since these were conducted at far too low Reynolds numbers 
implying a relatively narrow spectrum with a limited high fre
quency region. The channel flow simulations of Spalart (1988) 
reach slightly higher Reynolds numbers and reveal the expected 
increase in magnitude as the Reynolds number grows, fully in 
agreement with the measurements. Our smallest transducer has 
a d'^ value of about seven viscous units, i.e., less than the ten 

(l>(f) [PaVHz] 
10 

100 1000 
Frequency [Hz] 

10000 

viscous units which are required for measurements of the high 
frequency components, see Keith et al. (1992). This small d'^ 
value corresponds to a spatial extension of about two Kolmo-
gorov lengths of the flow in context and this sensor should 
resolve the smallest eddies of the current flow field. For our 
larger transducer the spatial extension is about twenty wall units 
and a certain attenuation of the high frequency eddies must be 
expected. This is very well reflected in Fig. 4, where our smaller 
transducer gives about 8 percent larger rms values than the 
larger one. 

4.2 Power Spectra of the Pressure Fluctuations. Figure 
5 shows the power spectra for the two different diaphragm side 
lengths. The noise level is well below the signal levels for the 
interesting frequency range. As found in Blake (1986) and 
Choi and Moin (1990), the present silicon sensors show a 
/ " ' dependence in the intermediate frequency range and a / ~ ' 
dependence in the high frequency range. Moreover, the noise 
spectrum exhibit a / " ' dependence as should be expected in 
polysilicon resistors, according to Jang (1990). (The noise level 
was obtained for the 100 /xm sensor mounted in situ inside the 
wind tunnel and at zero flow.) The slope of the power spectrum 
will be discussed further later in this section. 

Farabee (1986) concluded that the spectral contributions at 
high frequencies result from turbulent velocity fluctuations in 
the wall region and that the low frequency contributions were 
generated by fluctuations across the entire boundary layer. 
Based on this, separate scaling laws were suggested for the low 
and high frequency portions of the spectra. Keith et al. (1992) 
made a comparison of wall pressure spectra using the nondimen-
sional forms of three commonly used scaling laws. For the low 
frequency portion of the spectra they suggested an outer scaling 
in the form 10 log [cl)(tij)/p^6*Ul] versus u>6*IU„. For the 
high frequency portion they proposed a scaling with the inner 
wafl variable 10 log [(t>{u))ullT'iv] versus ujv/ul. 

Our wall pressure spectra, scaled in outer variables, are shown 
in Fig. 6. The data of Carey (1967), Schewe (1983), Farabee 
and Casarella (1991) and Choi and Moin (1991) are included 
in the figure for comparison. Due to limitations in the spatial 

\0\og[it){a))/p''S'ul 
-20 

Fig. 5 Power spectra of the pressure fluctuations for sensor diaphragm 
side lengths of a = 100 and 300 ixm {d* = 7.7 and 23.1), Re« = 5072 
(uncertainty less than 1 dB) 

Fig. 6 Nondlmensionai wail pressure spectra scaled on outer variables, 
Reg = 5072 (uncertainty less than 1 dB) 
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Fig. 7 Nondimensionai wall pressure spectra scaled on inner variables, 
Res = 5072 (uncertainty less than 1 dB) 
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-Hi— Present study 
-A- • Willmairth & Wooldridge (1962) 
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10 

Fig. 9 Local advection velocity of the pressure producing eddies for 
various frequency ranges, Reg = 5072 (uncertainty less than 10 percent) 

resolution, the 300 jjxa diaphragm yields accordingly lower val
ues than the 100 jjtm for the high frequency part of the spectrum, 
as expected because of the spatial attenuation. 

It has been pointed out by Bradshaw (1967), Panton and 
Linebarger (1974) and Farabee and Casarella (1991) that if an 
overlap region exists between the mid- and high frequency re
gions then the spectrum for this region should exhibit an w~' 
dependence. This overlap region is assumed to be associated 
with the turbulence activity in the log-law region of the bound
ary layer, and according to Panton and Linebarger (1974) 
should be strongly dependent on the Reynolds number of the 
flow. In this region, 0.6 :s oj6*/Uoo s 3.5, agreement between 
our data and the experiments of Schewe (1983) seems to be 
good. The slope is approximately w"' and the spectra scales 
well with the outer parameters, as was also found by both Far
abee and Casarella (1991) and Keith et al. (1992). The DNS 
of Choi and Moin (1991) agree well with our data in the mid-
frequency region, but due to the lower Re^ the slope in the 
overlap region differs considerably. 

The wall pressure spectra scaled with inner parameters are 
shown in Fig. 7. Comparisons are made to the same experiments 
and DNS as in Fig. 6. In the literature, different correction 
methods for the spatial resolution of the sensor have been sug
gested (see e.g., Corcos, 1962) but in Fig. 7 no corrections 
have been used because we want to compare uncorrected data. 
For the higher frequencies, the same attenuation for the 300 /im 
diaphragm as in Fig. 6 is noted. The slope of the spectra for 
the two silicon sensors in the high frequency region, ujvlul a 
0.3, is w" ' . Agreement with the results of Schewe (1983) as 

well as these of Farabee and Casarella (1991) is good. In this 
region there seems to be larger difference in spectral amplitudes 
between our data and the measurements of both Schewe (1986) 
and Farabee and Casarella (1991). In the former work a sig
nificantly lower Re^ was used, while in the latter the data were 
obtained using a pinhole microphone. The higher amplitude of 
the data obtained by Farabee and Casarella (1991) is supported 
by the conclusions made by Bull and Thomas (1976) that for 
this frequency range pinhole microphones yield higher values. 
The data of Carey (1967) deviates considerably from the other 
measurements shown in Fig. 7, indicating a strong attenuation 
in the high frequency range. 

From Figs. 6 and 7 it is possible to locate where in the 
boundary layer the turbulence sources contribute to the different 
spectral regions of the wall pressure field. Figure 6 shows that 
the overlap region scales fairly well on outer flow variables 
implying that the location of these sources is mainly in the outer 
region of the boundary layer. In Fig. 7 it is shown that the small 
high frequency scales fluctuations merge together and scale with 
the inner variables indicating that the activity from these eddies 
may be derived from the innermost part of the boundary layer, 
i.e., the inner part of the log region and the buffer layer. These 
observations are in accordance with the findings of Farabee and 
Casarella (1991), who also concluded that these statements are 
consistent with the spectral solution to the Poisson equation for 
the wall pressure. 

From the spectral amplitudes and the power spectra of the 
wall pressure fluctuations it is possible to observe some charac
teristic features. First, there is a general increase in PrmJT„ as 

12 16 

Fig. 8 Measured values of the longitudinal space time correlation in the 
frequency range 13 Hz < f < 13 kHz, Reg = 5072 (uncertainty less than 
10 percent) 

—•— Present study, Longitudinal 13 Hz-lS kHz 
-A' • Present study, Transverse 13 Hz-13 kHz 
D Willraarth (1962), Longitudinal 105 Hz-10 kHz 
O Willraarth (1962), Transverse 105 Hz-10 kHz 
A Willraarth (1962), Transverse 3 kHz-5 kHz 

Fig. 10 Transverse and longitudinal spatial correlation of the pressure 
fluctuations in the frequency range 13 Hz < f < 13 kHz, Reg = 5072 
(uncertainty less than 10 percent) 
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Table 4 The asymptotic value of the advection velocity when Xi/d* => 0. Also indicated in the table are the corresponding 
nondimensionalized distances from the wall, where the mean flow velocity is the same as the advection velocity for the 
pressure structures 

Investigation UJU^ UJUr yUr/V y/S 
Boundary 

layer region 

Present 
Willmarth (1962) 
Bull (1967) 
Schewe (1983) 
Farabee and Casarella (1991) 

0.40 
0.56 
0.53 
0.53<'* 
0.65 

10.9 
17.2 
14.3 
19.9 
17 

36 
100 
24 
21 

391 

0.02 
0.07 
0.008 
0.02 
0.2 

inner-wall 
log-law 
inner-wall 
inner-wall 
log-law 

* This advection velocity is obtained for visually analyzed characteristic pressure structures. 

the diaphragm size decreases. However, a limiting value should 
be reached as the diaphragm size nears ten viscous units. Sec
ond, there is a limited w"' scaling overlap region between the 
mid- and high frequency ranges, clearly visible in Fig. 6. A 
third feature is the rapidly decreasing amplitude in the high 
frequency range, decaying with a slope of w~^, as shown in 
Fig. 7. 

4.3 Space-Time Correlations and Advection Velocities. 
Information on the spectral characteristics of the wall pressure 
fluctuations can be obtained from space-time correlation analy
sis. We define the space-time pressure correlation coefficient as 

RppiXl, X3, T ) = 
p(x, z, t)p{x + Xi, z ^- x-i, t + T) 

Vp^(x, Z, t)p^(x + Xu Z + Xi, t + T) 

wherejo(A;, Z, t) &ndp(x + Xi, z + x-i, t + T) a!i:e.\he. fluctuating 
pressure signals at two points, separated in the longitudinal (jci) 
and the lateral {x^) directions, for a time delay r . In our work 
all correlation measurements are conducted at Re^ = 5072. 
Figure 8 shows the longitudinal correlation in terms of the 
nondimensional spacing, X\I6* and time delay TUJ6*. As is 
evident from the figure, the characteristic feature of this correla
tion is typically an advected pressure field losing its coherence 
as the advection proceeds. 

The streamwise advection velocity of the wall pressure fluc
tuations can be computed if we assume the validity of Taylor's 
hypothesis of "frozen turbulence," viz. we assume that all 
eddies are advected downstream with a fixed velocity. As 
pointed out by Farabee and Casarella (1991), this hypothesis 
does not hold strictly for a turbulent boundary layer. However, 
as a first approximation it is plausible to assume that the advec
tion velocity is a function of only one single variable, Uc -
Uc{xil6*). Hence, using the time delay for maximum correla
tion r ' the advection velocity is calculated as XJ/T ' and is shown 
in Fig. 9 for the frequency band 13 Hz < / < 13 kHz. In our 
case, the advection velocity is 40-45 percent of the freestream 
velocity when Xil6* is small and it increases for larger separa
tions. A low magnitude is expected when the high frequency 
part of the spectrum is resolved since these frequencies are 
associated with the innermost regions of the boundary layer 
where the mean velocity is low. Resolving only eddies in the 
mid and overlap region results in higher velocities since these 
eddies are due to activity in the outer part of the boundary layer. 
In our case, the calculated advection velocities vary from UJ 
t/oo = 0.41 forxi/5* = 0.53 to UJU^ = 0.51 for A:,/6* = 2.63, 
while corresponding data from Bull (1967) and Willmarth and 
Wooldridge (1962), are UJU„ <=^ 0.6 for xJ6* « 2 and UJ 
C/„ = 0.65 forx|/6* « 1. Both Bull (1967) and Willmarth and 
Wooldridge (1962) used transducers in which the value of the 
ratio of boundary layer thickness to transducer diameter was 
small, and were hence not able to resolve the small, high fre
quency eddies. For larger diaphragm separations, Xil6* > 5, it 
might be expected that the advection velocity data of our work 
would reach the same asymptotic values as those of Bull (1967) 
and Willmarth and Wooldridge (1962). 

In Table 4, the asymptotic values of the advection velocity 
whenxi/6* => 5 for different investigations are listed. Turbulent 

sources for different parts of the spectrum can be identified 
by assuming that the velocity scale of the advecting turbulent 
structures at a spatial location matches that of the pressure 
structures. Hence, if the turbulent pressure sources are located 
a distance y from the wall, the advection velocity can be written 
as Uc{Xil6*) = U{y). For our data the asymptotic value when 
X\I6* => 0 is UJU^ = 0.4 corresponding toy"*' = yurlv = 36, 
a value associated with the innermost region of the boundary 
layer. For larger distances, Xil8* = 2.63 and the advection 
velocity of UJU„ = 0.51 corresponds to y* = 54 or yl6 = 
0.03, a value corresponding to the log-law region. 

4.4 Broad Band Filtering of Longitudinal and Transver
sal Correlations. The longitudinal, xil6*, and the transverse, 
Xi/S*, correlation in the frequency bands 13 Hz < / < 13 kHz 
were measured and are shown, with zero time delay in Fig. 10 
where the measurements of Willmart and Wooldridge (1962) 
are also included. It is evident that the correlations of the longi
tudinal pressure fluctuations are in very good agreement with 
the earlier data where approximately the same frequency range 
was covered. Comparing our transverse correlations to the data 
of Willmarth and Woolridge (1962) show that the correlations 
of their wide band, 105 Hz < / < 10 kHz, yield higher correla
tion values than we have obtained. However, the transverse 
correlations of their high frequency band, 3 kHz < / < 5 kHz, 
are in good agreement with our wide frequency band data. 

Some broad band filtering of the pressure fluctuations for 
the longitudinal correlations was conducted for two frequency 
bands, one low band, 30 Hz < / < 1000 Hz and one high 
band, 300 Hz < / < 13 kHz. The results are shown in Fig. 11, 
where for comparison the regular range 1 3 H z < / < 1 3 kHz 
is also included. It turns out that the broad frequency range 
typically gives an average correlation for all pressure fluctua
tions. The low frequency band gives the highest correlations 
because the small scale structures are omitted with the result 
that the large eddies associated with the outer part of the bound-
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Fig. 11 Longitudinal spatial correlation of the pressure fluctuations in 
three frequency ranges, 30 Hz < f < 1000 Hz, 300 Hz < ^ < 13 kHz and 
13 Hz < f < 13 kHz, Reg = 5072 (uncertainty less than 10 percent) 
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ary layer dominate. When part of the low frequencies are omit
ted, as in the high frequency band, the large eddies are of 
secondary importance and the smaller eddies associated with the 
inner part of the boundary layer are more dominating implying a 
lower correlation. 

5 Conclusions 
The fluctuating wall pressure beneath a turbulent flat plate 

boundary layer was measured using small sensitive silicon 
based pressure transducers. The diaphragms of these sensors 
were less than ten wall units on a side, thus giving good spatial 
resolution of the high frequency part of the spectrum. The sen
sors were used singly as well as arranged in a line for longitudi
nal and transverse correlation measurements. Measurements 
were conducted yielding rms pressure fluctuations, space-time 
correlations, advection velocities and longitudinal and trans
verse correlations. From these measurements several conclu
sions may be drawn. 

• Our smallest pressure transducer, with a diaphragm with 
side length of less than ten viscous units, seems to resolve 
the smallest high frequency eddies of the current flow 
case. This sensor accordingly shows 8% larger pressure 
fluctuations than our larger sensor where a certain spatial 
attenuation is expected. 

• The power spectra, scaled in outer and inner variables, 
show a clear overlap region between the mid and high 
frequency parts of the spectra. In this region the frequency 
dependence was found to be w "' and in the high frequency 
part it was u)"'. 

• The longitudinal space time correlations, including the 
high frequency range and assuming the validity of Tay
lor's hypothesis, show smaller values of the advection 
velocity, about half the free-stream velocity, than earlier 
reported. 

• The longitudinal correlation measurements for the fre
quency range 1 3 H z < / < 1 3 kHz show good agreement 
with other experiments. A broad band filtering indicated 
that the high frequency part is associated with the smaller 
eddies with an associated reduction of the correlation. 
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Numerical Modeling of 
Micromechanical Devices 
Using the Direct Simulation 
Monte Carlo Method 
A direct simulation Monte Carlo (DSMC) investigation of flows related to microelec-
tromechanical systems (MEMS) is detailed. This effort is intended to provide tools 
to facilitate the design and optimization of micro-devices as well as to probe the 
effects of rarefaction, especially in regimes not amenable to other means of analysis. 
The code written for this purpose employs an unstructured grid, a trajectory-tracing 
particle movement scheme, and an "infinite channel" boundary formulation. Its 
results for slip-flow and transition regime micro-channels and a micro-nozzle are 
presented to demonstrate its capabilities. 

Introduction 

Microelectromechanical systems (MEMS) are the subject of 
increasingly active research in a widening field of disciplines. 
These are very small (micron-scale) sensors and actuators man
ufactured with photolithographic techniques similar to those 
used for integrated circuit (IC) chips. MEMS applications range 
from consumer products (air-bag triggers, micro-mirror dis
plays), to industrial and medical tools (micro-valves, micro
motors), to instrumentation (micro pressure sensors, micro 
shear-stress sensors) (Scott, 1993). 

The small size of MEMS poses unique challenges in the 
design phase, however. While the mechanical properties of mi-
cromachined materials are reasonably well-studied, fluid effects 
at micron scales are not. These effects, such as film damping 
of resonant structures, heat transfer in mass flow sensors, and 
unsteady pressure fields around microvalves, for example, must 
be understood if these devices are to be effectively designed 
and optimized. 

Unfortunately, Navier-Stokes-based computational fluid dy
namics (CFD) techniques are often inaccurate when applied to 
MEMS. This inaccuracy stems from their calculation of molecu
lar transport effects, such as viscous dissipation and thermal 
conduction, from bulk flow quantities, such as mean velocity 
and temperature. This approximation of micro-scale phenomena 
with macro-scale information fails as the characteristic length 
of the flow gradients {£) approaches the average distance trav
eled by molecules between collisions (the mean free path, \). 
The ratio of these quantities is known as the Knudsen number 
(Kn = \l£) and is used to indicate the degree of flow rarefac
tion. For Kn < 0.01, the flow is considered to be in the 'contin
uum' regime and the Navier-Stokes equations are applicable in 
their common form. As Kn increases, the flow moves through 
the "slip-flow" (0.01 < Kn < 0.1) and "transition" (0.1 < 
Kn < 3) regimes and finally enters the "free-molecular" (Kn 
> 3) regime, each suggesting a particular type of analysis 
(Schaff and Chambre, 1958). 

The Knudsen number of many MEMS-related flows is driven 
from the continuum regime by an extremely small feature size, 
which is often comparable to \, even for air at standard condi
tions. Noncontinuum effects, neglected in traditional analyses. 
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may therefore significantly affect device performance. As a re
sult, new models and analysis techniques must be developed to 
correctly predict the fluid behavior in and around MEMS. 

For numerical analyses, the direct simulation Monte Carlo 
(DSMC) method (Bird, 1994) offers an alternative to tradi
tional CFD that retains its validity at high Knudsen numbers. 
Commonly applied to reentry vehicles, this technique makes no 
continuum assumption. Instead, it models the flow as it physi
cally exists: a collection of discrete particles, each with a posi
tion, a velocity, an internal energy, a species identity, etc. These 
particles are moved and allowed to interact with the domain 
boundaries in small time steps during the calculation. Intermo-
lecular collisions are all performed on a probabilistic basis at 
the end of each time step to minimize computational work. 
Macroscopic quantities, such as flow speed and temperature, 
are then obtained by sampling the microscopic state of all parti
cles in the region of interest. 

Algorithm 
The DSMC code developed for this investigation is written 

for unstructured grids to provide flexibility for complex geome
tries. Particle information is stored locally with each cell, fol
lowing Dietrich and Boyd (1994), to take advantage of the 
cache hardware of workstation-class computers and to prepare 
for a planned transition to parallel machines. Bird's No Time 
Counter (NTC) scheme (1989) governs collision pair selection, 
with collision cross-sections calculated according to his Vari
able Hard Sphere (VHS) model (1981). 

Particle movement and current-cell identification are per
formed simultaneously with a trajectory-tracing scheme similar 
to that proposed by Dietrich (1991). In this scheme, a particle 
is moved along its trajectory until it contacts a face of its current 
cell. It is then passed to another cell, reflected from a solid 
surface, or allowed to leave the calculation, as appropriate. 

Particles impinging on solid walls are reflected diffusely with 
full thermal and momentum accommodation. Those encounter
ing inflow/outflow faces are simply allowed to leave the do
main. The cell-based storage of particle information simplifies 
the latter operation; impinging particles are simply transferred 
out of their current cells without passing them to adjacent cells. 

At I/O faces, particles must be introduced to represent the 
influence of fluid outside the domain. In accord with standard 
CFD practice, their quantity and velocity distribution is deter
mined by considering the flow "characteristics" (cf. Hirsch, 
1990), or lines along which certain variables remain constant; 
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namely the entropy, the transverse speed, and the Riemann 
invariants, which are given (for isentropic flow) by: 

7-H = M ± 
2a 

1 ' 
(1) 

where u is the streamwise speed, a is the speed of sound, and 
y is the ratio of specific heats. 

The paths of these characteristics dictate how much informa
tion may be specified at the boundary a priori, with the remain
der obtained from the instantaneous state inside the domain. In 
a supersonic flow, all characteristics point downstream. In a 
subsonic flow, the y_ characteristic points upstream and all 
others point downstream. 

Most DSMC applications to date have involved high speed 
flows. This greatly simplifies I/O boundary treatment because 
all variables at the inlet may be specified by the user. At the 
outlet, where it would be necessary to determine all variables 
from the flowfield, no treatment is required because an insig
nificant number of particles travel upstream into the domain, 
making it possible to neglect the particle introduction step alto
gether. 

Most MEMS, however, involve low speed flows. It is there
fore necessary to determine some variables at both inlet and 
outlet faces from inside the flowfield. All cases discussed in 
this article are intended to represent portions of long devices far 
from their pressure reservoirs. To accomplish this, the pressure, 
temperature, and transverse speed are specified at the inlet, 
leaving the streamwise velocity to be obtained from inside the 
domain. Only the pressure is specified at the outlet and the 
remaining variables are determined from inside the domain. 

In a continuum code, this operation is straightforward; the 
node just inside the boundary is simply queried for the necessary 
information. Unfortunately, DSMC's statistical nature compli
cates this step because there may be as few as 20 particles in 
a given cell at a given time. Determining its macroscopic state 
from an instantaneous sample therefore yields unacceptable sta
tistical scatter. Two immediate options exist for a steady flow: 
neighboring cells may be included in the instantaneous sample 
or it may be replaced with a time average. The proper applica
tion of the former option requires identifying neighboring cells 
with states "close-enough" to the cell in question to yield a 
meaningful spatial average. The latter option involves choosing 
a time averaging method that yields a sufficiently accurate esti
mate but still allows a boundary to be reasonably responsive to 
changes in the flow as it seeks its steady state. 

The latter option is implemented in the current code. An 
inflow/outflow cell's particles are sampled after a movement 
step is completed, incoming particles are introduced at bound
aries, and collisions are performed. A weighted average is then 
takeii between this result and a running value collected from 
previous time steps, The weighting of the instantaneous state 
may be varied to balance the speed of convergence with the 
accuracy of the running estimate, A weight of ^ was chosen 
for the cases presented in this article. 

Results 

Slip Flow Regime Micro-Channel. The first case explored 
with this code was a steady, low-speed, 2-D flow through a 
micro-channel with an outlet Knudsen number of 0.05, placing 
it in the slip flow regime. This geometry is similar to those 
investigated experimentally by Harley et al. (1995), Pong et 
al. (1994), and Arkilic et al. (1994) and numerically (with 
spectral element methods) by Beskok and Karniadakis (1994). 
This is, historically, an important canonical case for determining 
the effect of rarefaction on the transport terms in the Navier-
Stokes equations. It is also representative of flows along the 
narrow passages often found in MEMS devices, such as the 
space under the floating plate of a shear stress sensor or acceler-

^ ^ 

^v 

• 

DSMC 
- - Arkilic etai. 

V 
• 

15 

X/H 

Fig. 1 Comparison of computed and analyticai pressure distributions 
for a micro-channel in the slip flow regime. Excellent agreement Is ob
tained between code and theory including the nonlinear pressure distri
bution resulting from compressibility. 

ometer, which is typically only one micron high but hundreds 
of microns in breadth and depth (Padmanabhan et al., 1995). 
In addition, it serves as a convenient calibration case to assess 
the accuracy of the numerical algorithm because analytical solu
tions have been developed for this geometry. 

In one such effort, Arkilic et al. show that the Navier-Stokes 
equations may be solved analytically for a long, high aspect-
ratio, isothermal channel in the slip flow regime if the boundary 
conditions are modified to include a Kn-dependent streamwise 
velocity (slip) at the wall, given (for diffuse reflection) by: 

= X 
du 

(2) 

where u is the streamwise velocity, Kn is the local Knudsen 
number and y is the transverse coordinate, which has its zero 
at the channel centerline. 

Through this analysis, an expression may be obtained for the 
pressure distribution as a function of streamwise channel loca
tion and overall pressure ratio: 

f(x) = - 6 Kn„ 

(6Kn„ + f,y --[{"Pj 1) + 12Kn„(f,. - 1)] (3) 

where f{x) and'/; are the local and inlet pressures, respectively, 
normalized by the outlet value, Kn„ is the outlet Knudsen num
ber, X is the streamwise coordinate, and L is the channel length. 

The distribution predicted by Eq. (3) may be compared to a 
DSMC result as a test of both theory and code. Such a compari
son is presented in Fig. 1 for a 31.14 X 1.04 /im channel filled 
with nitrogen at a pressure ratio of 2.47. A good agreement is 
obtained (max error = 1 . 5 percent), including the pressure 
curve non-linearity. This nonlinearity is a result of the large 
down-channel pressure drop, which causes a significant density 
variation (the flow is essentially isothermal). This was observed 
experimentally by Pong et al. in silicon microchannels with 
integral pressure taps and the nonlinearity was found to become 
more pronounced as the pressure ratio increased. Interestingly, 
the form of disagreement between -the_ analytic results and 
DSMC presented here mirrors that found by Beskok et al. 
(1996) between their spectral code (with modified wall bound
ary conditions) and a DSMC code of Bird (1994). 
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Fig. 2 Theoretical (—) and computed (—) streamwise velocity distribu
tions (in m/s) for a micro-channel in the slip-flow regime. A good agree
ment is obtained, including the flow acceleration due to compressibility 
and the non-zero velocity at the wall due to rarefaction. 

A theoretical expression for the streamwise velocity distribu
tion was also developed by Arkilic et al.i 

J_dp 
2/1 dx y^ El 

4 
H^Kn (4) 

where fi is the coefficient of viscosity, p is the pressure, and H 
is the channel height. 

This equation is plotted in Fig. 2, along with the DSMC 
result, for the geometry and conditions used above. An excellent 
agreement between theory and code is apparent, despite the 
statistical fluctuation present in the DSMC contours. Unfortu
nately, this fluctuation is an inherent feature of low-speed 
DSMC output because the macroscopic flow speed is small 
compared to the mean particle thermal speed. Calculating the 
flow speed is therefore a matter of isolating a small-amplitude 
signal superimposed on large-amplitude noise; an operation 
which requires an enormous number of samples. 

Several interesting features common in micro-channel flows 
are visible in this figure. First, the fluid accelerates as it moves 
down the channel, unlike in the familiar Poiseuille result. This 
is another consequence of the density drop caused by the de
creasing pressure in the streamwise direction; the mean stream-
wise velocity must increase to maintain a constant mass flow. 
Second, the velocity at the walls is nonzero and increases with 
increasing x-coordinate. This is the aforementioned "slip flow," 
which, by Eq. (2), is negligible for continuum flows due to 
their very small Knudsen numbers. The increase in slip velocity 
down the channel is caused by growth in both Kn (from the 
decreasing pressure) and velocity gradient at the wall (from the 
accelerating flow). This is contrary to the behavior very close 
to the entrance observed by Beskok and Karniadakis (1994) 
and Oh et al. (1995), which is absent from this work because 
the boundary conditions were formulated to eliminate entrance 
effects. 

A further comparison to the theoretical analysis of Arkilic et 
al. may be obtained by normalizing the velocity distribution of 
Eq. (4) by the average velocity at a given jt-location, Ua^, 
obtained by integrating u from the lower wall to the upper wall 
and dividing by H. After some rearrangement, this yields: 

-Kn + + Kn u (5) 

The left side of this equation, which will be referred to as the 

"similarity speed," «,,, is a function of ;c and y, while the right 
is a function of y alone. Consequently, if the slip-flow analysis 
holds, calculating the similarity speed using the local KR{X) 
and u(x, y) will eliminate the x-dependence of the velocity 
distribution shown in Fig. 2, collapsing the profile at each x-
location to a single parabola given by the right side of Eq. (5). 

This assertion was tested by computing a similarity speed 
distribution from the DSMC output. As predicted by the analy
sis, it was found that the down-channel variation of the stream-
wise velocity profile seen in Fig. 2 collapsed to a constant 
similarity speed profile. It was therefore concluded that the 
similarity assertion expressed in Eq. (5) indeed holds for the 
slip-flow channel. 

Overall, excellent agreement was obtained between the ana
lytical solution of Arkilic et al. and the DSMC results. This 
supports the accuracy of both techniques. For the DSMC code, 
however, this a just a convenient validation case; many more 
interesting flows, for which there are no reliable analytical solu
tions, may be easily treated with this method. The remaining 
cases presented in this article are intended to demonstrate this 
capability. 

Transition Regime Micro-Channel. One of DSMC's 
greatest strengths is its validity for dilute gases in all Knudsen 
number regimes. By far, the most unexplored of these is the 
transition regime, 0.1 < Kn < 3. Obtaining solutions at these 
Knudsen numbers is very difficult because the approximation 
of transport terms based on macroscopic quantities becomes 
unacceptably inaccurate, precluding the use of the Navier-
Stokes equations, even with the slip-flow boundary condition 
of Eq. (2). Collisions are still important, however, so the colli-
sionless Boltzmann equation is not yet an option. 

Because DSMC is a direct method, rather than a numerical 
solution of a discretized system of equations, it is a very attrac
tive tool for investigating the transition regime. This direct na
ture also makes it one of the few tractable techniques which is 
uniformly valid in mixed Kn-regime flows. These are very use
ful features because, due to the aforementioned problems, rela
tively little is known about these cases. Such knowledge is 
critical to MEMS designers, however, because many devices 
contain flows characterized by these difficulties. 

To highlight the changes that occur as Kn enters the transition 
regime, a micro-channel is again used as the sample case. This 
time, however, the analytical solution of Arkilic et al. serves 
only as a convenient reference, allowing transition regime re
sults to be compared to continuum (Kn = 0.0) and slip-flow 
predictions; significant disagreement is expected. The channel 
treated was 6.61 X 0.11 /.tm, with a pressure ratio of 4.2 and 
an outlet Knudsen number of 0.44. The working fluid was, 
again, nitrogen. 

Proceeding along the same path of comparison used in the 
previous case, the computed pressure distribution is plotted with 
the analytical prediction in Fig. 3. The continuum curve (Kn 
= 0.0) is also shown for reference. As expected, the excellent 
agreement between DSMC and theory obtained for the slip-
flow case (Fig. 1) is no longer present. The error between the 
curves has grown from less than 2 to almost 5 percent. The 
form of this disagreement is also significant: the computed curve 
is more linear than its analytical counterpart. A trend of increas
ing pressure curve linearity with increasing rarefaction is there
fore established by the relative shape of the continuum, slip-
flow, and transition curves. 

This trend is contrary to the experimental observations of 
Pong et al. (1994) (Fig. 7) , which were obtained by running 
a channel with nitrogen and then with heMum at the same pres
sure ratio. It agrees, however, with the conclusions of Beskok 
et al. (1995). The source of this discrepancy between analytical, 
DSMC, and spectral results with this experimental data has yet 
to be identified. 
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Fig. 3 DSMC-computed pressure distribution for a transition regime 
micro-channel compared to analytical (slip-flow) solutions for the same 
Kn and for continuum flow (Kn = 0.0). A trend of increasing pressure 
curve linearity with increasing rarefaction is apparent. 

The streamwise velocity distribution predicted by Eq. (4) for 
this channel is presented in Fig. 4. Comparing this to Fig. 2, it 
is evident that Eq. (4) yields a much flatter profile for the higher 
Kn case. This may be attributed to the last term in Eq. (4) , 
which is constant across the channel and proportional to Kn. 
The Knudsen number is an order of magnitude larger in this 
case, so the constant term has a much stronger influence on the 
shape of the distribution. 

Upon plotting the DSMC result for comparison in Fig. 5, it 
again becomes evident that the assumptions supporting Eq. (4) 
are beginning to fail. Both the slip flow and maximum speeds 
at a given x-location are higher than predicted by as much as 
40 percent. This allows the channel to support a much larger 
mass flow than predicted by the slip-flow solution, which is, in 
turn, a larger mass flow than predicted by the no-slip solution. 

Using the similarity expression developed in the previous 
section, the DSMC result may be used to determine the Kn 
limit for the slip-flow solution, commonly given as Kn < 0.1. 
Because each j;-location has both a similarity profile and a 
Knudsen number associated with it, the Kn at which the slip-
flow analysis fails may be determined by finding the point where 
the DSMC and analytical profiles begin to disagree. Toward 
this end. Fig. 6 contains the computed maximum and minimum 

Fig. 5 Computed streamwise velocity distribution for the channel of 
Figure 4. The magnitude of both the slip and the local maximum velocity 
are greater than the analytical prediction by as much as 40%. 

similarity speeds at each x-location, plotted with the analytical 
predictions (which form, by definition, straight lines). The Kn 
distribution was then overlaid to facilitate determining its value 
when the slip-flow analysis fails. 

It is evident from this figure that the slip flow analysis begins 
to fail at approximately Kn = 0.15. This limit may be under
stood if the boundary condition of Eq. (2) is viewed as an 
expansion of the wall velocity in powers of Kn. The no-slip 
condition and Eq. (2) are then the zeroth and first order approxi
mations, respectively. It is therefore logical that the neglected 
second and higher-order terms would begin to significantly af
fect the result when Kn exceeds approximately 0.1. A second-
order accurate boundary condition in terms of the continuum 
variables is presented in Beskok et al. (1994). It should be 
remembered, however, that the Navier-Stokes equations them
selves are only strictly valid to first order in Kn. 

Supersonic Micro-Nozzle. The final case presented in this 
article is a supersonic micro-nozzle. In relation to the previous 
cases, this geometry may be viewed as a channel whose upper 
and lower walls form a parabolic contraction/expansion. The 
expansion region of similar nozzles was treated with DSMC by 
Zelesnik et al. (1994) with application to satellite station-keep
ing rocket motor design. The nozzle treated here is much smaller 
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Fig. 4 Theoretical streamwise velocity distribution for a transition-re
gime micro channel calculated using the slip-flow analysis 

Fig. 6 DSMC (—) and analytical (—) similarity speeds with a Knudsen 
number (- - -) overlay. The point at which the computed curve begins to 
diverge from the prediction corresponds well with the commonly-stated 
Kn for the onset of the transition regime (0.1). 
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however—only 15.4 fim high at the throat and 92.6 jUm long. It 
is also 2-D, rather than axisymmetric, which is a more attractive 
configuration for a MEMS device due to the inherently planar 
nature of photolithographic manufacturing techniques. 

Such a nozzle may be considered quasi-ID if its area change 
is sufficiently gradual. The analytical solution of Arkilic et al. 
could then be used, with appropriate modifications for the x-
dependent area. In the case discussed here, however, the total 
length is only six times the throat height. In addition, the large 
density variations brought about by the rapid expansion may 
cause the Kn-regime to change at one or more streamwise posi
tions. 

These factors make both analytical and continuum-based nu
merical treatment of this geometry prohibitively difficult. None
theless, nozzles such as these may play important roles in 
MEMS devices like micro-rocket thrusters and micro-gas tur
bine generators, for example. Investigating their behavior is 
therefore a valuable task for which DSMC is well-suited. 

Due to the large pressure variation across the nozzle and 
DSMC's requirement that a cell's linear dimensions be propor
tional to the local mean free path, 26,758 cells were required 
to properly discretize the domain. The inlet was charged with 
helium at 1 atmosphere and a 'vacuum' outlet condition was 
enforced. This condition was implemented by simply removing 
from the simulation any particle crossing the outlet boundary 
and refraining from introducing new particles at these faces. 
The resulting pressure at the oudet plane was approximately 
0.04 atmospheres, yielding an outlet Knudsen number, based 
on passage height, of 0.03 and a pressure ratio of 24. Approxi
mately 550,000 particles were present on the grid at steady 
state. 

The Mach number distribution for this nozzle is shown in 
Fig. 7. Qualitatively, the contours agree quite well with the 
results of Zelesnik et al. In addition, a number of interesting 
features are visible. First, contrary to the inviscid, quasi-ID 
result, the sonic point is actually slightly downstream of the 
throat. This is possible because the viscous effects are strong 
enough to overcome the deceleration due to the diverging shape. 
Second, a Mach number of 2.4 is reached; a considerable speed 
for such a short, narrow nozzle. Finally, the slip flow speed is 
substantial, exceeding Mach 0.5 near the outlet. 

The temperature distribution for this micro-nozzle is shown 
in Fig. 8. Again, a good qualitative agreement with the results 
of Zelesnik et al. is obtained. Clearly, unlike in the previous 
two cases, this flow cannot be considered isothermal. A strong 
temperature gradient exists in both the streamwise and trans
verse directions, creating yet another obstacle to analytical treat
ment. The presence of such strong temperature variation is a 
striking feature when the diminutive dimensions of the nozzle 
are considered. Though the walls are isothermal with full energy 
accomodation and only approximately 30 local mean free paths 
apart at the exit, the fluid is still able to realize a substantial 

Fig. 7 Mach number distribution for a supersonic micro-nozzle. A maxi
mum Macli number of 2.4 is obtained from a pressure ratio of 24. The 
silp speed exceeds Macli 0.5 near the outlet. 

Fig. 8 Temperature contours for a supersonic micro-nozzle, normalized 
by the inlet value. Significant temperature gradients are present, despite 
the fact that the walls are isothermal (at the inlet temp) with full thermal 
accommodation. 

reduction in temperature. The effect of rarefaction has therefore 
been to significantly reduce the thermal communication between 
the wall and the fluid. This assertion is further supported by 
noting the large thermal slip at the wall. 

Conclusion 
The direct simulation Monte Carlo method has proven to be 

a valuable tool for investigating the behavior of flows which 
are considered 'rarefied' due to miniaturization. This article has 
presented only a small subset of the many cases of interest to 
both the fluid-dynamicist and the MEMS designer which are 
easily treated with this method. 

The unique features of rarefied gas flows can significantly 
affect MEMS operation. The larger mass flow rate for a given 
geometry and inlet conditions must be considered when de
signing control systems for micro-chemical reactors and the 
decreased thermal communication between the fluid and its 
surroundings must be considered for applications involving 
temperature measuring devices or heaters, for example. Unfor
tunately, these effects are neglected in many common design 
tools. 

DSMC, therefore, has great promise for improving the design 
and optimization of MEMS. Its ability to calculate in any of 
the four Knudsen number regimes without modification is an 
important feature for this task. This is especially valuable for 
flows with regions in different regimes. The addition of an 
unstructured grid capability and a trajectory-tracing movement 
scheme enables the code to handle arbitrary geometries. This 
is a valuable asset when analyzing the complex structures found 
in many devices. In addition, it is quite straightforward to in
clude flow features such as chemical reactions, multi-species 
mixing and particle transport in the code due to its modular 
nature. Finally, its cell-based structure makes it well-suited for 
parallel computation, which is an increasingly-important attri
bute for a large-scale numerical scheme. 
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3-D Microscopic IVIeasurement 
and Analysis of Chemical Flow 
and Transport in Porous IVIedia 
Chemical flow and transport have been studied at the pore-scale in an experimental 
porous medium. Measurements have been taken using a novel nonintrusive fluores
cence imaging technique. The experimental setup consists of a cylindrical column 
carved out of a clear plastic block, packed with clear beads of the same material. A 
refractive index-matched fluid was pumped under laminar, slow-flow conditions 
through the column. The fluid was seeded with tracer particles or a solute organic 
dye for flow and chemical transport measurements, respectively. The system is auto
mated to image through the porous medium for collecting microscopic values of 
velocity, concentration, and pore geometry at high-accuracy and high-resolution. 
Various geometric, flow, and transport quantities have been obtained in a full three-
dimensional volume within the porous medium. These include microscopic (pore-
scale) medium geometry, velocity and concentration fields, dispersive solute fluxes, 
and reasonable estimates of a representative elementary volume (REV) for the porous 
medium. The results indicate that the range of allowable REV sizes, as measured 
from averaged velocity, concentration, and pore volume data, varies among the 
different quantities, however, a common overlapping range, valid for all quantities, 
can be determined. For our system, this common REV has been estimated to be about 
two orders of magnitude larger than the medium's particle volume. Furthermore, 
correlation results show an increase in correlation of mean-removed velocity and 
concentration values near the concentration front in our experiments. These results 
have been conflrmed via 3-D plots of concentration, velocity, pore geometry, and 
microscopic flux distributions in these regions. 

Introduction 
The physical understanding of chemical flow and transport 

in porous media is essential to many scientists and engineers. 
It is of great importance due to its applications in such diversi
fied fields as chemical and petroleum engineering, environmen
tal monitoring and restoration, and microbiological research. 

There have been many attempts to study transport phenomena 
in porous media. Early experimental work dates back to the 
research of Graham (1833). He studied the process of diffusion 
of gases through a porous medium. His experiments resulted in 
what is known now as Graham's law describing the binary, 
one-dimensional, counter diffusion of gases. His work was fol
lowed by studies of Pick (1855), Darcy (1856), Maxwell 
(1860), and Stefan (1871). Experiments of Darcy on the flow 
of water through beds of sand resulted in an empirical momen
tum balance equation or Darcy's law. It relates the flow velocity 
of liquid in a porous medium linearly to the pressure gradient 
across the medium. Around the same years, theoretical studies 
of Pick (1855), tVIaxwell (I860), and Stefan (1871) resulted 
in development of Pick's diffusion laws and Stefan-Maxwell 
equations for multicomponent diffusion in porous media. 

Recent experimental studies have provided some macro
scopic results and limited microscopic data on the chemical 
flow and transport in porous media. Experiments of Schwartz 
and Smith (1953), Rhodes (1963), Murphy (1967), Musser 
(1971) in packed beds have shown the development of a peak 
in velocity profile very close to the wall. However, these results 
were not characterized conclusively as a function of the flow 
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Reynolds number and the pore geometry. Plow visualization 
and transport studies of Hanratty and coworkers (Joll and Han-
ratty, 1966; Joll and Hanratty, 1969; Wegner et al , 1971) re
vealed some flow and mass transfer information near spherical 
particles. Joll and Hanratty (1966) examined the path line of 
flow through a packed bed of spherical particles using dye 
visualization. They observed a transition from laminar to turbu
lent flow at Reynolds numbers of 268 to 366 (based on pore 
velocity and particle diameter). Purthermore, they observed a 
smooth transition from steady to unsteady mass transfer at ap
proximately the same Reynold numbers. 

Experimental studies of Harleman and Rumer (1963), Has-
singer and Von Rosenberg (1968), Klotz et al. (1980), and 
Han et al. (1985) have provided some macroscopic estimates 
of longitudinal and lateral dispersion coefficients. Han et al. 
(1985) studied the effect of column length and particle size 
distribution on the two components of the dispersion coeffi
cients. They showed that for the case of uniform size particles, 
the longitudinal dispersion coefficients were a strong function 
of axial position in the bed unless the dispersion length satisfied 
a constraint dependent on the value of the Peclet number. Fur
thermore, it was seen that for the case of the wide size particle 
distribution, longitudinal dispersion coefficients were larger (up 
to 3 times) than in the uniform size particle distribution case, 
and a longer dispersion length was required in order to obtain 
a constant dispersion coefficient. However, due to the limited 
amount of data, they could not provide a quantitative measure 
of the size of this length scale. 

Laser anemometry and flow visualization study of Dybbs and 
Edwards (1984) for liquid flows in several porous structures 
has shown the existence of four flow regimes as a function of 
flow Reynold number (based on particle diameter and pore 
velocity). These include a Darcy flow regime (Re < 1), an 
inertial flow regime (1 < Re < 150), an unsteady laminar flow 
regime (150 < Re < 300), and a turbulent flow regime (Re 
> 350). Their results also showed an increase in velocity profile 
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in about one to two particle diameters from the wall similar to 
the findings of Schwartz and Smith (1953). 

Although, these experimental efforts have provided some val
uable information on the macroscopic behavior of the flow and 
transport in porous media, until recently, little work has been 
done on the microscopic characterization of processes at the 
pore-scale. This can be attributed to the experimental difficulty 
of nonintrusively measuring flow and transport at high resolu
tions within the solid matrix. Recent experimental improve
ments have allowed some renewed investigation of pore-scale 
processes. These include studies using certain forms of noninva
sive imaging techniques (i.e., PIV, PVI, and MRI) in and above 
packed beds for velocity, porosity, and phase distribution mea
surements (Stephenson and Stewart, 1986; Bories et al., 1991; 
Shattuck et al., 1991; Saleh et al., 1993; Givler and AltobelH, 
1994; Li et al., 1994; Derbyshire et al., 1994; Montemagno and 
Gray, 1995; and Shattuck et al., 1995) and studies in surrogate 
media composed of etched glass or capillary network micromo-
dels (Soil et al., 1993; Soil and Celia, 1993; and Wan and 
Wilson, 1994). 

Theoretical descriptions of flow and transport in porous me
dia have been generally derived from simpler "bulk" equations 
of mass and momentum balance or from more systematic ap
proaches in which pore-scale behavior is rigorously averaged 
over representative elementary volume (REV) of the medium. 
The works of Whitaker (1967, 1969), Slattery (1967, 1972), 
Bear (1972), Gray (1975), Hassanizadeh and Gray (1979), 
Gray et al. (1993), and Rashidi (1996) are representative of the 
current approach in this field. While each model presents a 
slightly different point of view, all require some assumptions 
about a specific medium behavior that must be confirmed and 
parameterized by detailed experimental work. 

The present work is part of an extensive research in our 
laboratories to understand the nature of the microscopic flow 
and transport processes within porous media under slow flow, 
laminar conditions. A novel nonintrusive imaging technique has 
been used to observe the pore-scale flow and transport behavior 
at high resolution and high accuracy. Our first paper (Peurrung 
et al., 1995) described measurement of porous medium velocity 
fields using particle tracking velocimetry technique. Our second 
paper (Rashidi et al., 1996) concentrated on the measurement 
of both solute concentration and velocity at pore-scale in order 
to derive microscopically the dispersion coefficient of the me
dium. It compared these results with the macroscopic estimates 
of dispersion coefficients based upon traditional length scale 
arguments, mean breakthrough analyses, and curve fits with 
numerical simulation. This paper reports on further analysis of 
the data in order to obtain: 

(a) estimates of the representative elementary volume 
(REV), 

(b) correlations between velocity and concentration within 
the porous medium, and 

(c) 3-D representation of results to gain insights to the 
pore-scale flow and transport processes. 

The overall objective is to use these findings toward gaining an 
understanding of chemical flow and transport in a porous me
dium and as a result provide the basis for improved modeling 
of these processes. 

Experimental Facilities and Measurement Techniques 
The detail of experimental setup and measurement techniques 

is shown in Fig. 1. Experiments were performed in a cylindrical 
volume of radius, R = 4.5 cm, carved out of a clear polymethyl
methacrylate (PMMA) block of length, L = 23.5 cm in length. 
The cylindrical volume was filled uniformly with PMMA spher
ical beads of diameter, l^ = 0.31 cm. A mixture of silicone oils 
(Dow Corning 550 and 556) was chosen as the fluid which 
matched the beads' refractive index of 1.4885 at 19.8°C and a 
wavelength of 514.5 nm (see Rashidi and Dickenson, 1996, 

- Beam expander 

:r laser beam 1 Z ^ Plano-cyEindrlcal lenses 

Microcomputer 

-Syringe pump 

Fig. 1 Experimental setup and measurement apparatus 

for experiments in aqueous heterogeneous porous media). The 
column was maintained at this temperature throughout all runs 
by being immersed in a circulating constant temperature bath 
to avoid density and viscosity variations. A syringe pump was 
used to provide a constant volumetric flow rate of above fluid 
at 1.15 cm'/min and Reynolds number (Re = vlji/) of about 
10~' (Reynolds number is based on average pore velocity, TJ, 
average particle diameter, /,,, and kinematic viscosity, v). 

The experiments were done with the refractive matched fluid 
seeded with neutrally buoyant fluorescent latex microspheres 
of 6.5 jim in diameter (for velocity measurements) or an organic 
dye (for concentration measurements). The column was illumi
nated by an Argon-ion laser (coherent) operated at 475 nm to 
record the experimental runs. Since the dye emission peaks 
around 514.5 nm, a band pass filter was used on the video 
camera to pass a narrow range of 514.5 nm ± 5 nm wavelength 
associated with the dye excitation. The video camera was placed 
perpendicular to the laser propagation beam on a remotely oper
ated platform such that it moved with the beam in order to scan 
various cross-sections of the column. 

The index-matched system yielded a transparent porous me
dium, free from any scattering and refraction at the solid-liquid 
interfaces, thus allowing direct optical probing at various verti
cal planes within the porous system (see Fig. 2) . Experimental 
data were collected in the observation volume on 23 illumina
tion planes parallel with the x and z axes, uniformly separated 
along the y axis by 2 mm (here, z axis is the axial coordinate 
in the flow direction along the columnlength and x and y axes 
are in the transverse directions). The data included ((') demarca
tion of the pore and solid-phase geometry on each plane, (») 
the x-z velocity components of the moving fluorescent particles 
in the fluid phase, and {Hi) measurements of the normalized 
(dimensionless) solute concentration within the pore spaces. 
The microscopic pore geometry and velocity field were assumed 
to be constant in time. Although concentration measurements 
had to be made on sequential planes at separate times, the 
plane-to-plane time delay was significantly shorter than the time 
between complete sweeps through the volume so that the set 
of concentration images on all vertical planes in one sweep 
could be considered to be made simultaneously. 

In our experiments, first velocity measurements were taken 
by sequentially scanning the flow field in vertical cross-sections. 
Velocity measurements were obtained by tracking the seeded 
microspheres (particle density as 10 particles/mm^) in the fluid. 
This provided velocity measurements of the axial (z) and one 
transverse (x) velocity components at a large number of micro
scopic locations within the cylindrical test section. Then, a neu
trally buoyant dye (molecular diffusivity, D„, » 10"^ cm^/s and 
Peclet number, Pe = vl,ilD„, » 75) was steadily introduced into 
the column and its concentration was imaged within the same 
segment of the column, where the velocity field was determined. 
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The video camera recorded fluorescence images on a series 
of vertical planes while sweeping back and forth (with the 
illumination plane) across the column once every minute. This 
allowed interstitial chemical concentrations to be determined as 
a function of time in the same planes where velocity measure
ments were taken. Dye concentration measurements also al
lowed the pore geometry on each plane to be measured. These 
images were recorded through a high resolution video camera 
by a frame accurate VCR and then analyzed rigorously using 
an IBM compatible computer. 

A test run was performed to evaluate measurement uncertain
ties. The uncertainty in the values of average axial velocity was 
about 3% at 95 percent confidence level for 200 frames analyzed 
(see Rashidi and Banerjee, 1988, for details on uncertainty 
analysis of particle tracking techniques). Similarly, the concen
tration measurements revealed an uncertainty estimate of about 
5% at 95 percent confidence level. Peuming et al. (1995) and 
Rashidi et al. (1996) provide more details on the image analysis 
techniques. In particular, the three velocimetry techniques of 
Particle Imaging Velocimetry (PIV), Particle Streak Velocime
try (PS V), and Particle Tracking Velocimetry (PTV) have been 
compared in details. It is shown that because of the desire 
for rapid, automated, and dynamic data collection, the present 
technique (PTV) is more advantageous in studying the flow 
and transport in porous media. The present technique also pro
vides an order of magnitude improvement in measurement un
certainties over our previous technique (Northrup et al., 1993). 

Results and Analysis 
A complete flow experiment was carried out, in which fluid 

was seeded with microspheres for velocity measurements and 
a dye front was injected into the porous system for concentration 
measurements. Experimental data were collected over a three-
dimensional volume within the column by scanning the illumi
nation plane across that region. As previously described, the 
camera and laser illumination sheet were placed on a platform 
that moved back and forth at a controlled speed for scanning 
the column. Microscopic values of velocity, concentration, and 
pore-space geometry were obtained at a 96 by 28 cell resolution 
per slice. During the experiment which lasted about 120 minute, 
up to 60,000 individual measurement points were collected each 
minute. This resulted in an enormous amount of experimental 
data within our porous medium. The collected data were later 
placed in three dimensional arrays that could be presented as 
vertical slices, horizontal disks, or cylindrical pucks of varying 
radius or height. 

(A) Representative Elementary Volume. In the follow
ing paragraphs, we will attempt to measure the size of the 
representative elementary volume (REV) of the porous medium 
by averaging the microscopic velocity, concentration, and pore 

Imagad Data SItaaa 

Radius Of Averaging Voiume (mm) 

Fig. 3 Distributions of average porosity as a function of a cylindrical 
REV of varying radius with full height of the test section. Here, the test 
section is 14 mm long in height. The uncertainty in porosity values is 
about 5% at 95% confidence level. 

geometry data over cross-sectional cylindrical volumes of vary
ing radius and height. 

The notion of an REV is traditionally defined in terms of a 
bulk volume element in the porous medium over which repre
sentative averages of pore-scale quantities are defined. For ex
ample, the porosity, <^(z), at an axial location z along the experi
mental column may be defined as 

<^W = - ^ : r r ( r , z + 0-27rr-drrf^ (1) 
~ J-Azn Jo wroAz J^Azn < 

where y is an indicator function equal to 1 if z -I- ^ lies inside 
a pore, and 0 otherwise. The integration volume is a subcylinder 
of radius ro < R, thickness Az, centered on the main axis of 
the experimental column. In theory, the averaged quantity will 
fluctuate rapidly as a function of the integration volume when 
the volume is small. If the volume is allowed to grow, the 
average is ultimately assumed to become insensitive to small 
changes in volume, and the volume of integration is then consid
ered to be "representative" (Hassanizadeh and Gray, 1979). 
Ultimately, slower variations in the average may be observed 
for ever-increasing integration volumes if bigger features of the 
medium are encountered. 

Averages of other microscopic quantities (such as velocity 
or concentration) can be found similarly; 

u(z) = TTT TIT \ v{r,z + 0 
4>iz) nrlAz 

X y{r,z + O-l-nr-drdt, (2) 

c{z,t) 
1 

(f>{z) TrroAz J~Az/2 Jo 
c{r,z + C. 0 

(3) 

Fig. 2 Schematic representation of Imaging configuration 

X y{r, z + t,)-l-nr-drdt, 

Notice that Eqs. (2) and (3) are normalized by (/)(z) to yield 
more useful, "intrinsic" averages (Hassanizadeh and Gray, 
1979). 

Ideally, a common REV can be found for all macroscopic 
quantities of interest, and that this volume is compatible with 
the volumes associated with macroscopic measurement or ob
servation in porous media. Nevertheless, some differences may 
occur (Baveye and Sposito, 1984). Formal measurement of 
macroscopic averages from pore-scale data as a function of 
integration volume has never been done extensively, and we 
wish to illustrate some of these types of measurements here 
with respect to averages of porosity, velocity, and concentration 
in our experimental system. 

We will construct averages as a function of the integration 
volume radius TQ < R for volumes extending over the entire 
length (or height) of the observation section (Az = 14 mm) or 
over four separate quarter-lengths of the section. Figure 3 shows 
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the values of porosity computed from equation (1) averaged 
over cylindrical volumes of varying radius, ro, and full height 
(the entire height of the test section, 14 mm). As seen from 
this figure, the variation of porosity becomes small (under 5% 
from average porosity of 0.43) after ro reaches 10 to 15 mm. 
Figure 4 shows the porosity values averaged over cylindrical 
volumes of varying radius, but at 1/4 heights. It illustrates the 
results averaged over first, second, third, and fourth segment of 
the column length with varying radius. Each segment (or plot) 
corresponds to a height of 3.5 mm of the test section. As seen 
here, once again the variation of porosity values smoothes out 
as the radius of averaging volumes increases. These plots show 
that after a radius of about 15 mm the variations of porosity 
become small (under 5%) with respect to the average values 
in that segment. Here, it should also be noted that even though 
the column packing materials are uniform, the average value of 
porosity is not uniform as a function of axial direction. In other 
words, the column is packed with uniform size particles but 
it is not packed uniformly. Therefore, porosity varies axially 
depending on packing orientation of the particles in various 
cross sections. This is the reason for the differences in the 
magnitude of average porosity in the plots of Fig. 4. 

Similarly, mean values of the lateral and longitudinal velocity 
components can be evaluated using Eq. (2) and plotted for 
averaging volumes of varying radius and length. Figure 5 shows 
velocity components averaged over cylindrical volumes of vary
ing radius ro and the full height of the test section. As seen 
here, variations in the average velocities are still evident for 
small radii and they diminish after ro increases above 10 to 15 
mm. Figure 6 shows the same results as averaged over smaller 
volumes of 1/4 height and varying radius. Once again, the varia
tions of averaged velocity components become small (under 
about 5% from average) as ro increases above 15 mm. 

Figures 7 and 8 show similar plots for averaged concentra
tions determined from Eq. (3) as a function of time. These 
results indicate reasonably stable values (within a 5% range) are 
obtained for ro above 5 to 10 mm. Variation in the concentration 
averages are more subdued than the velocity averages for small 
ro, and much more subdued than the porosity averages. This is 
due to the fact that Eqs. (2) and (3) are intrinsic averages that 
essentially exclude variability arising from pore geometry or 
structure. Fluctuations in these results arises only from fluctua
tions in velocity and concentration within the pore volume 
alone. Variability in concentration averages are most subdued 
because molecular diffusion tends to smooth concentration vari
ability within the pores. 

Radius of Averaging Volume (mm) 

Fig. 5 Distributions of longitudinal and lateral component of velocities 
averaged as a function of a cylindrical REV of varying radius with full 
height of the test section. Here, the test section is 14 mm long in height. 
The uncertainty in velocity values is about 3% at 95% confidence level. 

The above results provide some perspective on the appro
priate REV size for our porous medium. They also bring up an 
interesting finding that the range of appropriate REV sizes may 
not necessarily be the same for velocity, porosity, and concen
tration values (Baveye and Sposito, 1984). It is seen that the 
insensitivity to increased volume size begins at smaller volume 
radii for concentration average (r » 5 -10 mm) than for velocity 
and porosity averages (r « 10-15 mm), and that this may 
be dependent on the magnitude of diffusion. Nevertheless, a 
common range of REV sizes (r « 10-15 mm) can be found 
for averaged concentrations, velocities, and porosities. In terms 
of bead or particle volume in the column, the REV estimation 
of the system appears to be about two orders of magnitude 
larger than the particle volume. 

(B) Velocity and Concentration Correlations. In order 
to gain an understanding of the physics of chemical flow and 
transport, the correlation of mean-removed velocity and concen
tration values throughout the experimental run was examined. 
Mean-removed (deviation) values of concentration and axial-
velocity (c ' and v') were first determined at all pore locations 
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Fig. 4 Distributions of average porosity as a function of a cylindrical 
REV of varying radius with 1/4th height of the test section. Here, the 
averaging is done over four sections of the test section each having a 
length of 3.5 mm In height. The 1/4, 2/4, 3/4, 4/4 symbols refer to first, 
second, third, fourth section of the test section from bottom to the top, 
respectively. The uncertainty in porosity values is about 5% at 95% con
fidence level. 

Fig. 6 Distributions of longitudinal and lateral component of velocities 
averaged as a function of a cylindrical REV of varying radius with 1/4th 
height of the test section. Here, the averaging is done over four sections 
of the test section each having a length of 3.5 mm in height. The 1/4,2/ 
4, 3/4, 4/4 symbols refer to first, second, third, fourth section of the test 
section from bottom to the top, respectively. The uncertainty in velocity 
values is about 3% at 95% confidence level. 

Journal of Fluids Engineering SEPTEMBER 1996, Vol. 1 1 8 / 4 7 3 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.0 

0.8 

0.6 

0.4 

0.2 

i l i l l l i a m i i l l i a l l i l m  

0 0 0 0 0 0 0 0 0 0 0 ° 0 0 0 0 ° ° 0 0  

o o o o O O o O o O O ° ° ° ° ° ° ° o o  

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  

0 5 10 15 20 25 30 

Radius of Averaging Volume (ms) 

Fig. 7 Distributions of dimensionless concentration values at different 
times averaged as a function of a cylindrical REV of varying radius with 
full height of the test section. Here, concentration values are non-dimen- 
sionalized by their saturated values. The test section is 14 mm long 
in height. The uncertainty in concentration values is about 5% at 95% 
confidence level. 

in an REV of the entire test section by subtracting the pore 
value from the corresponding mean value, as averaged over 
the REV. Then, the percent occurrence based on four possible 
combinations of  c '  and v ' were computed as a function of  time. 
These four combinations are as described below: 

(i) c ' =  + , ~ ' =  + 
( i i )  c '  = - ,  v '  = - 

( i i i )  c '  = + ,  v '  = -  

( i v )  c '  = - ,  v '  = + 

Figure 9 shows the plots of percent occurrence for c '  and v ' 
correlations as a function of  time throughout the experimental 
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Fig. 8 D is t r i bu t ions  o f  d imens ion less  concentration values at different 
t i m e s  averaged as a f u n c t i o n  o f  a oy l i nddoa l  REV of  va ry ing  rad ius  w i t h  
1 /4 th  height of the t e s t  sec t ion .  Here, concentration values are non-  
d imens iona l i zed  by  their saturated values. The averaging is d o n e  over 
f o u r  sections of the t es t  s e c t i o n  each having a length  o f  3.5 m m  in height. 
The 1/4, 2/4,  3/4,  4 /4  symbols refer t o  f i rs t ,  second ,  th i rd ,  f ou r t h  s e c t i o n  
of the test section f r o m  b o t t o m  to  t he  top ,  respectively. The u n c e r t a i n t y  
in concentration values is about 5 %  at  9 5 %  c o n f i d e n c e  level.  
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Fig. 9 Co r re la t i ons  o f  c o n c e n t r a t i o n  and  ve loc i t y  dev ia t ions ,  c '  and v ', 
as a f u n c t i o n  o f  t i m e  t h r o u g h o u t  t he  expe r imen ta l  run. The u n c e r t a i n t y  
in co r re la t i on  va lues  is a b o u t  6 %  at  9 5 %  c o n f i d e n c e  level. 

run. As seen from this figure, at the beginning of  the run, high 
occurrence of  negative concentration deviations is observed. 
This is because there are small areas of very high concentration 
that contribute to a higher number  of  c " s  that are negative or 
less than average. In other words, it attributes to the channeling 
of  the high concentration fluid in few regions at the beginning 
of  the run when most regions are at very low concentrations. 
At the end of  the run, there are large areas of saturated or high 
concentration regions that contribute to a higher number of  
positive c " s  (concentration regions that have greater magnitude 
than the average concentration). Therefore, a high occurrence 
of  positive c '  and high noncorrelated regions are observed at 
the end of  the run. 

Figure 10 simplifies these results by showing the overall 
correlations of  c '  and v '  as a function of time. Here, using 
Figure 9, the curves with c ' . v '  = + (first two curves in Fig. 
9 legend) and the ones with c ' .  v '  = - (last two curves in Fig. 
9 legend) are simply added together in order to show the overall 
percent correlation of v '  and c '  as a function of  time for the 
entire test section. As seen from this figure, at the beginning of 
the run, high occurrence of  negative concentration deviations 
is observed. It appears that the overall correlations of c ' and v ' 
increases and peaks for the time = 10 to 45 minute. It is seen 
that in general, the values of c '  and v '  are more often correlated 
in this experiment. In other words, the flow of fluid and chemical 
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+ corresponds to correlated c '  and v' results while ¢ ' , v '  = - corre- 
sponds to noncorrolated c'  and v '  values, The uncertainty in correlation 
values is about 6% at 95% confidence level. 

4 7 4  / Vol .  118 ,  S E P T E M B E R  1 9 9 6  T r a n s a c t i o n s  o f  t h e  A S M E  

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transport are generally correlated in the porous medium. To 
examine this further, let us look at the overall correlation of c '  
and v ' at a given middle horizontal cross-section of the column 
and observe the changes in correlations as the concentration 
front passes through. Figure 11 shows the overall correlations 
of c '  and v' measured as in Fig. 10 (with an REV of the entire 
test section) at the middle horizontal cross section of the test 
section (center cross section in the measurement volume) as a 
function of time throughout the experimental run. As seen from 
this figure, the concentration front is indeed a slightly more 
correlated region of flow and chemical transport as indicated 
by the peak around time = 10 to 45 minute. This is consistent 
with the fact that the volume average of c ' . v ' ,  the so-called 
dispersive flux, also takes on extreme values at solute fronts 
(Rashidi et al., 1996 and Whitaker, 1967). 

(C) Microscopic Plots of Velocity, Concentration, Pore 
Geometry, and Flux. To investigate the detail of the micro- 
scopic processes of flow and transport in the porous medium, 
pore-scale values of velocity, concentration, microscopic devia- 
toric-solute flux, and overall medium geometry were evaluated 
and plotted. The data were put in three-dimensional arrays that 
could be displayed at different cross-sections or orientations as 
needed. The following figures provide plots of these micro- 
scopic information at various regions within the porous medium. 
The data are plotted at the same corresponding cross-sections 
and orientations in order to do cross comparison and analysis. 
In addition, the color bar at the bottom of each plot represents 
the magnitude of each quantity. 

Figure 12 shows the mean-removed axial velocity (velocity 
deviation) distribution, v', on three different horizontal cross- 
sections within the porous medium. In this figure, the bead, 
outer column, and zero velocity regions are shown with blue 
color. As it is seen here, although the average velocity of the 
flow is about 0.0028 cm/s one observes substantial (almost an 
order of magnitude) increase in velocities in some areas. Look- 
ing at the high and low velocity spots, the flow increase is also 
seen to form a region of high flow in an approximate shape of 
a ring or donut with the central region having lower velocities 
than the rest. It is interesting to note that the velocities do not 
follow at all the typical velocity distributions observed in flow 
through tubes or pipes. In other words, the introduction of beads 
or particles in our porous system has caused more of a decrease 
in velocities in the central region of the column near z-axis 
(longitudinal or streamwise axis). This is in contrast to flows 
through unpacked cylindrical pipes or columns. 
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Overall correlations of concentration and velocity deviations, c '  
and v ' , a t  a m i d d l e  ho r i zon ta l  cross section of the column as a function 
of time throughout the experimental run. c ' .  v '  = + corresponds to corre- 
lated c'  and v'  results while c' .v'  = - corresponds to noncorrelated c '  
and v'  values. The uncertainty in correlation values is about 6 %  at  95% 
confidence level.  

Turning to concentration distribution plots, Fig. 13 shows the 
plots of concentration values at three different horizontal cross- 
sections in the column at time = 30 minute. In this figure and 
the following concentration and pore geometry figures, the bead, 
outer column, and zero concentration regions are shown with 
pink color. These plots show concentration values are much 
smaller near the wall and in the central region of the column. 
They show a similar pattern of an approximately donut shape 
for the high region of concentration. This is also observed to 
some extent from Figure 14 where concentration values are 
plotted for four different times of 20, 30, 40, and 50 minutes. 
Comparison of these plots with the previous velocity plots 
shows a correlation between regions of high velocities and the 
regions of high concentrations. As seen in the previous section, 
often the concentrated regions of the flow are the regions that 
actually move the fastest through the porous medium and in 
these experiments they form a ring shape. Indeed, our observa- 
tions are confirmed by the plots of Fig. 15. This figure shows 
the regions of high concentration fluid for three different times 
of 20, 30, and 40 minutes. As seen, these plots show a donut 
or ring shape region where concentrations are higher. 

Due to the presence of the beads in the column, these plots 
reaffirm that there is no such thing as a uniform concentration 
front. As seen in Fig. 13, there are regions of saturated spots 
near the top of the column in as early as minute 30. Figure 16 
also confirms the observations that the flow is moving rather 
nonuniformly with high concentration regions forming a ring 
shape. Of course, as the experiment continues the porous regions 
become completely saturated. This is seen in Fig. 17, for the 
3-D concentration distribution at time = 50 minute, where most 
regions of the porous column are saturated. 

Let us now look at the microscopic deviatoric solute flux at 
different regions within the column. This flux describes the 
mechanical dispersion of chemicals as they move through the 
medium. The axial component of this flux is defined by 

j = v ' c '  (4) 

where, v' and c '  are the mean-removed axial velocity and con- 
centration, respectively, as introduced earlier (Whitaker, 1967 
and Rashidi et al., 1996). The macroscopic average of this flux 
is the traditional macroscopic dispersive flux. Figure 18 shows 
the values of the unaveraged deviatoric product plotted at the 
same horizontal cross-section for four different times of 20, 30, 
40, and 50 minute. In this and the following figure, the bead, 
outer column, and zero flux regions are represented by green 
color. These plots are expected to follow a similar trend as to 
the velocity and concentration distributions shown above. As 
seen from these plots, one observes positive fluxes forming a 
ring shape region corresponding to the regions of high velocity 
and high concentration. It is also noted that the microscopic 
fluxes increase up to time = 30 minute and then decrease slowly 
as the system gets saturated. This corresponds to a peak in 
average value of dispersive flux at about 30 minute into the 
experimental mn (as shown by Rashidi et al. 1996). Figure 19 
shows a 3-D plot of microscopic fluxes at time = 20, 30, and 
40 minutes. It is interesting to note from this figure that even 
at a time of 20 minutes from the start of the experimental run one 
can observe regions of very high microscopic fluxes reaching to 
the top of the column. This indeed shows the nature of the 
chemical transport in porous media to be very complicated due 
to the complexity of pore structures which results in flow chan- 
nelings throughout the medium. 

Looking at similar plots of pore geometry within the col- 
umn, Fig. 20 shows the plots of the medium's pore geometry 
at several corresponding horizontal cross-sections within the 
column. In these plots, value of 1.0 corresponds to the porous 
regions and value of 0.0 represents the solid beads area. Com- 
parison of these plots with the previous figures of velocity, 
concentration, and microscopic fluxes reveals that the ring- 
shaped region of high transport seems to correspond to the 
areas of high porosity in the column. In other words, as ex- 
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Figure 12. Distributions of axial vcliKtiy deviations (mm/scc) at 3 different lioHzonial cross sections 
within the norous medium. Here, flow direction is from buttmm to lop and the vetocily values arc 
deviations from {he average velocity. The cross sections arc rcprcsonlntive o f the beginning, middle and 
end sections of (he [est sccllm from (he bolloni to the ton and arc ai (he same locations in all the following 
plots. The unccilutflly in velocity values is ahmit 3% at 95% confidence level. 

Figure 13. Dislributians of non-dimcnsionnH?£d concentration as a funclion of the same hori/ontal cross 
sections as in Figure 12 at the lime of 30 minute from the start of the experiment ( I » 30 minute). Here, flow 
direction is from bottom to top and conccntraiions are noEt'dinicnsionalt/ed by saturated concentration values. 
C30 refers (o conccniralion values at i » 30 minute. The uncertainty in canccntrntion values is about 5% al 
95% conlldcncc level. 

TtMtM'*"t Mm OO W 0J4H 

Tim(p*raM hsn M la 0.14M 

Figure 14. Distributions of non-dimonslonalixcd conconirallon as a function of time for (he middle 
horixomal cross section in the porous medium. Here. How direction is from bottom lo (op and 
concentrations are non-dimensionalizcd by saturated concentration values. €20,30,40,50 refer to 
concentration values at 20,30,40, and 50 minute. The uncertainty In concentration values Is about 5% at 
95% confidence level. 

Figure 15. Distributions of non-dimensionali/ed concentration as a function of time for (he entire porous 
medium. Here, only the large values of conccntraiions are plotted al each lime. As before, flow direction Is 
from bottom lo lop and concentrations arc non-<timcnsionall}scd by saturated conccniralion values. C20, C30, 
and C40 refer to conceniration values at 20,30, and 40 minute, The unccriaimy in conccninition values is 
aboul 5% at 95% confidence level. 
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rigure 16.3D plots of non-dimcnslonali/x»l conccnlnuion distributions for t = 30 minute at a h<»i2onial 
and three different vertical cnus sections within the test section. Hero, flow dircaion is from bottom to 
top ond concentrations arc non-dimcnsionalixcd by saturated concentration values. C30 refers to 
concentration values at t = 30 minute. The uncerlamty in concenlrMion values is about 5% at 9S% 
conlldcncc level. 

Figure 17.3D plots of non-dimcnslonali/cd concentration distributions for t« 50 minute at the same cross 
sections as in Figure 16. Here, flow direction is from bottom to top and concentrations arc non-
dimcnsionnli/cd by saturated conccnirotion values. CSO refers to concentration vnlucs at l ** SO minute. The 
uncertainty in concentration values Is about S% m 95% confidence level. 
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Figure 18. Distributions of axial microscopic (dcviatoric) fluxes (mni/scc) as a funcuion of finw for the 
middle horixoniat cross section in the porous molium. Here, flow direction is from bottom to lop and 
non-dimensionali7£d values of concentration dovialiona arc used for flux cvaluiuions. j20,30,40,50 refer 
to flux values at 20,30,40, and SO minute. The uncertainty in flux values is about 6% at 95% confldcncc 
level. 

Figure 19. 3D plots of axial microscopic (deviatoric) fluxes (mm/scc) as a function of time. Here, flow 
direction is from bottom to top and non-dimcnsionali:^ values of concentration deviations arc used for flux 
evaluations. j20,j30, and J40 refer to flux values at 20,30. and 40 minute. The unixitainty in flux values is 
about 6% at 95% confidence level. 
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Figure 20. DLuribulions of pore gcomolry at 3 dirrcrcnl horiisontal cross sections within tlic porous 
medium. The cross sections arc repicscntiilive or the Iwginning, middle and end sections ot the lest 
section trom the bottom tn the top and arc at the same locations as the previous plots. The uncertainly 
in porosity values is about 5% at 9S% conlidencc level. 

Figure 21. 3D plots or pore geometry at a horizontal and three ditrcrent vertical cross sections 
within the test section. The cross .sections arc at the same locations as the previous plots. The 
uncertainty in porosity values is about 5% at 9S% confidence level. 

Figure 22.3D plots or pore geomcU'y at a horizontal and a vertical cross section within 
the test section. The uncertainty in porosity values is about S% at 95% conndencc level. 

pected flow and solute move mostly through the high porous 
regions. Figure 21 also shows the pore geometry for both 
vertical and horizontal cross-sections of the porous column. 
These plots correspond to the previous Figs. 17 and 19. As 
one can observe from these figures, the high concentration, 
velocity, and microscopic flux regions in Figs. 17 and 19, 
correspond to the porous regions in Fig. 21. Figure 22 shows 

another view of the central regions of the column. As it is 
seen, the central regions of the column (near the longitudinal 
axis) have large areas of low porosity. This again explains 
the reason for the low flow and chemical transport at the 
central areas of the porous column. 

The present experimental technique provides a novel and 
unique tool in measurement and analysis of flow and chemical 
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transport within a porous medium. It provides a new approach 
in obtaining 3-D microscopic experimental data. These results 
are important in understanding of the physics of transport in 
porous media, and furthermore, in formulating sound physical 
models for the complicated problem of chemical transport in 
porous regions. 

Conclusions 

Microscale chemical flow and transport processes have been 
studied via a unique nonintrusive fluorescence imaging tech
nique. A clear, experimental porous column was packed with 
clear, uniformly sized spherical beads and a refractive index-
matched fluid. Under flowing conditions, the fluid was laced 
with latex microspheres or an organic dye to facilitate measure
ments of the pore-scale fluid velocity and solute concentration. 
The system was automated to obtain detailed images of the 
velocity, concentration, and pore geometry fields on a series of 
planes and as a function of time through a three-dimensional 
test section of the column. A complete flow experiment was 
carried out in which a steady flow field and the complete evolu
tion of an injected dye front was imaged within the test section. 
Measurements of the microscopic geometry, velocity and con
centration fields were used to estimate microscopic solute-
fluxes, correlations of velocity and concentration, and appro
priate ranges of the representative elementary volume (REV) 
for the medium. 

The data provide detailed 3-D information on chemical flow 
and transport through the porous medium at high resolution and 
high accuracy. Observations of these 3-D plots and analysis of 
velocity and concentration correlation results show that the flow 
and chemical transport are more correlated near the concentra
tion front. It is also observed that the concentration front moves 
through the porous medium in the form of small channels rather 
than a smooth front. 

Determining an appropriate REV for the medium involves 
the identification of a range of bulk integration volumes over 
which averages of the velocity, concentration, or pore volume 
fraction are insignificant with respect to small variations in 
volume size. The measurements show that, for the slow-flow 
regime studied, the range of acceptable REV volumes, as deter
mined from averaged concentrations, velocities, or porosities, 
differs; yet, a common range of acceptable REVs can be identi
fied. For our system (Re i=a 10"' and Pe i=a 75), an estimate of 
an overall REV has been made which is about two orders of 
magnitude larger than the medium's particle volume. 

It is important to recognize that the "fluctuation" in the 
averages, seen as a function of increasing integration volume 
radius, is produced by several factors. For the porosity, the 
medium geometry and structure is the sole source of small 
ro variability in Figs. 3 and 4. For the intrinsic velocity and 
concentration averages (Figs. 5 -8 ) , small ro fluctuation arises 
only from variations of velocity or concentration in the pores 
themselves (as indirectly influenced by the geometry, flow, and 
diffusion processes). For the concentration results, molecular 
diffusion appears to dampen variability across the pore spaces 
such that the averaging fluctuation is quite small; this, of course, 
may vary for solutes with different diffusivities. It is possible 
that different velocity distributions will affect the range of ve
locity REVs, although this effect is not expected to be signifi
cant if flows are maintained to be slow and laminar. 
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Transonic and Boundary Layer 
Similarity Laws in Dense Gases 
We discuss the validity of similarity and scaling laws for transonic flow and compress
ible boundary layers when dense gas effects are important. The physical mechanisms 
for the failure of each class of scaling law are delineated. In the case of transonic 
flow, a new similitude based on a modified small disturbance equation is presented. 

Introduction 

Similarity laws have traditionally played a critical role in 
engineering design, primarily due to their ability to predict 
trends and equivalencies among apparently diverse flows. For 
the most part, these laws have been developed solely in the 
context of the perfect gas theory. Because of the increasing 
importance of applications involving fluids other than air or 
water as well as high pressure applications, it would seem essen
tial to have a clear understanding of any limits on the validity 
of the most common similarity laws. In response to this need, 
the present paper will provide a very brief overview of dense gas 
effects on the scaUng laws for transonic flow and compressible 
boundary layers. 

The dense gas regime of any fluid corresponds to tempera
tures and pressures on the general order of those of the thermo
dynamic critical point. Under these conditions, the ideal gas 
equation of state no longer gives an accurate prediction of the 
pressure and more complex equations, such as that due to van 
der Waals, are required. In all of the following we will restrict 
attention to single-phase vapors. We will also point out explic
itly that the results obtained in the present paper are all based 
on the well known Navier-Stokes or Euler equations. 

In spite of the additional complexity of the fluid response in 
the dense gas regime, the use of dense gases is not only neces
sary, but in some applications, advantageous. In both supercriti
cal and subcritical Rankine cycles, dense gas effects can play 
a critical role in the performance of turbomachinery and heat 
transfer equipment. A second application involves the heavy 
gas wind tunnels described by Anderson (1991a,b) and Anders 
(1993). In these tunnels pressurized test gases having large 
molecular weights are employed to obtain a better matching of 
the test and flight Reynolds number. Thus, similarity laws play 
a central role in this application. Other wind tunnel applications 
include hypersonic tunnels having high pressure chambers; see, 
e.g., Enkenhus and Parazzoh (1970) and Simeonides (1987, 
1990). 
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The following discussion provides a brief outline of the appli
cation of well known similarity and scaling laws to dense gases. 
In particular, we focus on transonic similarity laws and the 
scaling laws for compressible boundary layers. In the next sec
tion we survey key characteristics and complications involved 
in the study of dense gases. In the two sections following this 
overview we discuss how these physical effects may modify 
the standard rules of thumb employed in transonic flow and 
boundary layer theory. 

Dense Gases 

One of the most important differences between dense gases 
and ideal gases is the downward curvature and nearly horizontal 
character of the isotherms in the neighborhood of the critical 
point and the saturated vapor line. In the region where dpi 
5VI r -» 0, the specific heat at constant pressure 

\dT 

dp_ 

dv (1) 

can become quite large; this effect will be seen to be important 
in our discussion of boundary layers. Here c„, p , T, and p are 
the specific heat at constant volume, pressure, temperature, and 
density, respectively. The quantity V = p~' is the specific vol
ume. For all but the lightest fluids, the region of downward 
curvature of the isotherms is associated with a decrease in the 
thermodynamic sound speed 

dp 
y -^ 

dp 
(2) 

where .s and y are the fluid entropy and ratio of specific heats. 
This decrease in the sound speed with density is in marked 
contrast with the results of the perfect gas theory where the 
sound speed increases with isentropic or isothermal increases 
in the density or pressure. We will find that this decrease will 
play a critical role in the discussion of transonic similarity. 

A second consideration which must be made in the dense 
gas regime is that the shear viscosity p, and thermal conductivity 
k are no longer independent of the pressure and density. The 
general variation of the shear viscosity and thermal conductivity 
with temperature and pressure can be found in any standard 
text on viscous flows; see e.g.. White (1974). The complexity 
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of the behavior of /i can be anticipated by recalling that the 
viscosity of liquids tends to decrease with increasing tempera
ture whereas that of gases tends to increase. The dense gas 
regime is a transition region between these two qualitatively 
different behaviors. 

A key factor when considering thermal effects in boundary 
layers is the Prandtl number 

Pr 
k 

(3) 

Because /j, and k tend to have roughly the same variation with 
T and p , the behavior of Pr tends to be controlled by the varia
tion of Cp. This tendency is particularly evident in the supercriti
cal regime where Cp becomes large. The strong variations of Pr 
observed in the dense gas regime also contrast with the perfect 
gas theory where the assumption of constant Prandtl number is 
usually satisfied to a reasonable degree of accuracy. 

Transonic Similarity 
We begin by considering the two-dimensional transonic small 

disturbance equation for an arbitrary gas: 

Mi- I + 2n 0. 
i7. 

</>» = <l>y: (4) 

Here </> is a disturbance potential, M„ and {/„ are the freestream 
Mach number and flow velocity, and x and y are the streamwise 
and transverse spatial coordinates. The subscript °° will always 
denote conditions in the freestream. Following Thompson 
(1971) , we refer to the thermodynamic quantity 

a dp 
(5) 

as the fundamental derivative of gasdynamics. Alternate forms 
of (5) have been given by a number of authors including 
Thompson (1971), Lambrakis and Thompson (1972), Wagner 
and Schmidt (1978), and Anderson (1991a,b). The fundamen
tal derivative is known to be a measure of the intrinsic gasdy-
namic nonlinearity of the fluid, even in non-transonic applica
tions; see, e.g., Hayes and Probstein (1958) and Thompson 
(1971). This fact is also clearly evident by the appearance of 
r as the coefficient of the (l)^ term in (4). 

Because of the importance of nonlinear effects in transonic 
flow, it will be useful to first give a short account of the numeri
cal values taken on by P. In the perfect gas limit, 

y + 1 
(6) 

When we recall that 7 > 1 for all fluids of practical interest, 
(6) may be used to show that F > 1 for all perfect cases. That 
is, there is a lower bound of unity on the nonlinearity in perfect 
gases. However, in the dense gas regime, the decrease in sound 
speed mentioned in the previous section may give rise to values 
of r which not only are less than one but may be less than 
zero. The minimum value of F on the critical isotherm tends 
to occur at densities roughly equal to one-half to two-thirds the 
critical density. Considerably lower values can be observed as 
the saturated vapor line is approached. The minimum value of 
F tends to decrease with molecular complexity. The pertinent 
parameter measuring the complexity is typically taken to be the 
ideal-gas specific heat c^{T), evaluated at the critical tempera
ture. A sequence of fluids representing increasingly large 
c„a.(rc) will tend to correspond to decreasing values of the 
minimum value of F. For further discussions of the variation 
and values of (5) we refer the reader to the fundamental studies 
of Bethe (1942), Zel'dovich (1946), Thompson and Lambrakis 
(1973), and Cramer (1989). 

If we consider a single wing or turbine blade described by 
the equation y = eLF(x/L), where L is the chord and e > 0 is 
a nondimensional measure of the thickness or angle of attack, 
the similarity law corresponding to (4) is easily derived. Here 
we define scaled variables as follows: 

e -
y (|r«U)' (7) 

When (7) are substituted in (4), we find that the boundary 
value problem for ip which satisfies the kinematic boundary 
condition at the wing and the condition of vanishing distur
bances at infinity reads 

i-K + 2ip^)ip^( = LPnn 

(fn = sgn iFoo) F' (0 on 7? « 0 

(/>£,(/', ^ 0 as ^, 7?->oo, (8) 

where F' ( O = dFldi, sgn (Fc„) denotes the sign of r „ , and 

\ - Ml I - Ml 
K ^ 

(er^Miy" (er^r 
(9) 

is the usual transonic similarity parameter. According to the 
authors' literature review, it appears that W. M. Hayes was the 
first to recognize (9) as the appropriate generalization of the 
ideal gas transonic similarity parameter; see, e.g., Hayes (1954, 
1958), Hayes and Probstein (1958). 

Inspection of (9) reveals that two parameters are required to 
attain transonic similarity. The first is (9) and the second is the 
sign of Fo„ appearing in the wing boundary condition. Because 
most discussions of transonic similarity involve perfect gases, 
F„ > 0 and only (9) is considered. In order to save journal 
space we will also restrict our attention to Foo > 0 fluids. A 
more complete discussion can be found in the articles by Cramer 
and Tarkenton (1992) and Tarkenton and Cramer (1993). 

The similarity discussed so far can be regarded as classical; 
the primary difference between the similarity expressed by (8) 
and the conventional perfect gas theory is the extension to in
clude arbitrary fluids in addition to low pressure gases. From 
the point of view of both wind tunnel testing and turbine design 
the range of validity of (4) and (8) is of critical importance, 
particularly when a variety of fluids is to be considered. The 
breakdown in the classical similarity laws has been described 
by Cramer, Tarkenton, and Tarkenton (1992) who estimate a 
transonic similarity parameter (9) evaluated at the critical Mach 
number Mc for a standard airfoil section and a range of fluids 
of interest in energy recovery systems. By critical Mach number 
we mean the freestream Mach number at which the flow first 
becomes sonic on the wing or turbine blade. According to the 
classical transonic similarity laws, the critical value of (9) 
should be an invariant for all similar airfoil sections. 

The variation of the critical similarity parameter with free-
stream density is plotted in Fig. 1 for steam, chlorobenzene, 
and perfluorotetrahydrofuran (FC-75); the choice of fluids is 
motivated by their widespread use as working fluids in power 
systems, see, e.g., Curran (1981). This plot is taken directly 
from the work of Cramer, Tarkenton, and Tarkenton (1992). 
Inspection of Figure 1 reveals that the variation in Kc = {I — 
M?)/(eF„„M?)^'^ of the lighter fluids, i.e., steam and chloro
benzene, are relatively weak, whereas that for the heavier FC-75 
is clearly non-negligible. We therefore conclude with Cramer, 
Tarkenton, and Tarkenton (1992) that transonic similarity and, 
by implication, the transonic small disturbance Eq. (4) , is not 
valid in the dense gas regime for FC-75. We note that the low 
pressure (perfect gas) limit of K^ is essentially the same for 
each fluid. As expected, transonic similarity remains valid for 
all fluids in the perfect gas limit. 
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Fig. 1 Variation of the critical similarity parameter K^ for steam, chloro-
benzene, and FC-75. The airfoii section is a circular arc airfoil at 0° angle 
of attack. The half-thiclcness is 0.06 of the chord. 

As a second example, we consider SF(, at a freestream temper
ature of 70°F and the same circular arc airfoil corresponding to 
that of Fig. 1. Values of U^ and K^ are recorded in Table 1 for 
various freestream pressures. The variation of Kc is very weak 
which is in complete agreement with the Euler calculations of 
Anderson (1991a,b) who concluded that the transonic similarity 
based on r » is adequate for 5^6 for this range of pressures and 
temperatures. 

The reason for the breakdown of transonic similarity can be 
seen by considering the higher order terms normally neglected 
in the transonic small disturbance theory. If T„ is sufficiently 
small, then the nonlinear term in (4) or (8) may be as small 
as terms correctly neglected in the F™ = 0 ( 1 ) theory. As a 
result, some of these higher-order terms play a non-negligible 
role even in the transonic small-disturbance theory. Inspection 
of Fig. 1 indicates that this is Ukely to occur for a wide range 
of fluids at moderate densities. 

Extended transonic equations have been derived by Cramer 
(1991), Cramer and Tarkenton (1992), Kluwick (1993) and 
Tarkenton and Cramer (1993). In the first two studies deriva
tions of the equations valid in the vicinity of a zero of r » were 
presented. There it was shown that a term which is quadratic 
in 0;t/[/„ must be included in the coefficient of the (^« term 
seen in (4); the similarity properties are discussed in detail by 
Cramer and Tarkenton (1992). The equation derived by Klu
wick (1993) and Tarkenton and Cramer (1993) does not require 
the existence of a zero in V and may be applied to fluids having 
r > 0 for all pressures and temperatures. The two main restric
tions in these latter studies are that the thermodynamic state of 
the freestream flow is in the neighborhood of the local minimum 
in r and that the local minimum in | F | be small. If the scalings 
(7) are employed, the extension of (8) given by Kluwick 
(1993) and Tarkenton and Cramer (1993) is found to be 

( - / f + 2(̂ 5 - K^ifl + \K^^\) <̂ « = V3,„ 
(/), = s g n ( r „ ) f ' ( 0 on y ^ O 

lydj,!^,-•0 as ^, ?7-»oo, (10) 

where the two new similarity parameters K2 and K^, are found 
to be 

A„e'" 
^2 = -;^I7r = 0 ( l ) , K, = = 0(1) , (11) 

and where A«, and H* are nondimensional versions of the first 
and second derivatives of F with respect to p; exact definitions 
of the latter may be found in the article by Cramer and Tarken
ton (1993). As discussed there, the condition that the thermody
namic state be near a local minimum in F is enforced by requir
ing that A„ be small. 

Thus when F», is small, the additional nonlinearities required 
even in the lowest order small disturbance equation lead to 
additional similarity parameters (11) and naturally render the 
classical (F.̂ . = 0 (1)) similarity invalid. Finally, we note that 
a similitude nevertheless exists, even for small r „ flows. Be
cause of the presence of four (rather than two) similarity param
eters, this similarity tends to be relatively complicated. 

Boundary Layers 
We now consider compressibility scaling laws for boundary 

layers in dense gases. Here we restrict our attention to the simple 
case of an adiabatic flat plate in a steady, two-dimensional and 
laminar flow. In spite of the simplicity of the cases chosen, we 
believe that the results presented here can suggest at least some 
of the trends and phenomena to be expected in more complex 
configurations. 

In the full incompressible limit, the flow necessarily reduces 
to the well known Blasius flow. Because of the self-similarity 
inherent in the Blasius solution, such a solution is invariant with 
respect to choice of fluid and the thermodynamic state of the 
freestream. For future reference we quote the well-known re
sults for the skin friction, C/ = IrJipJJl,), where p^, and C/„ 
are the density and flow velocity of the freestream, and r„ and 
T„ is the wall shear stress and the wall temperature. For the 
Blasius boundary layer, it is well known that 

CfB 
0.664 

Rel'^ 
(12) 

Here the Reynolds number RC;, = U^xlv,^, where v„ is the 
kinematic viscosity of the freestream. 

At supersonic speeds, the skin friction is affected by the 
frictional heating even in the perfect gas limit. The physical 
reasons for this effect are that the temperature variations caused 
by viscous dissipation give rise to density and viscosity varia
tions across the boundary layer. If these variations are strong 
enough, the violation of the assumption of constant properties 
which is intrinsic to the Blasius theory is enough to cause 
changes in the global flow quantities such as Cf. In particular, 
deviations from the Blasius values are expected whenever the 
Chapman-Rubesin parameter 

jip_ (13) 

where p, and p«, axe the local and freestream shear viscosities, 
deviates from unity. A standard scaling between the Blasius 
and Moo > 0 skin friction is 

Cf — l„ CfB, (14) 

Table 1 Critical Mach number and similarity parameter 
for SFi. T„ » 70°F and the airfoil section is identical to that 
of Fig. 1 

M, Kc 

I.O atm 
5.0 atm 

10.0 atm 

0.804 
0.806 
0.810 

3.01 
3.04 
3.06 
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Fig. 2 Variation of the scaled sl<in friction for various fluids ( Ni, 
SFs, and toluene). The freestream temperature Is 1.01 T^ of 

the particular fluid In question. 

where /,„ = /Li„,/0„/(/u„p») is the value of (13) at the plate. A 
more detailed discussion of (14) is found in White (1974). 
Here we simply point out that (15) does not necessarily depend 
on the low pressure gas assumption but is likely to break down 
if 1^*1. 

In order to evaluate the validity of (14) for compressible 
flows of dense gases, S. T. Whitlock (1992) has developed a 
boundary layer code capable of treating dense gases. The plate 
is flat with no imposed pressure gradient. As a result, the flow 
is self-similar and the classical Levy-Lees similarity variables 
were employed. A detailed discussion of the transforms and the 
resultant boundary layer equations can be found in Whitlock 
(1992). In order to account for high-pressure effects, the Mar-
tin-Hou (1955) equation of state and the dense gas viscosity 
and thermal conductivity models of Chung et al. (1984, 1988) 
were used. Because the flows were self-similar, standard finite-
difference schemes can be employed. In the present study the 
well known second-order Davis-coupled version of the Crank-
Nicolson scheme was used. In the interest of conserving space, 
we refer the reader to Whitlock (1992) for a full account of 
the numerical approach and accuracy. 

Examples of our results are presented in Fig. 2 where the 
quantity 

Cf 

Cfsl 
(15) 

is plotted as a function of M„ for various fluids and thermody
namic states. Here c/ and /^ were computed from the finite 
difference scheme of Whitlock (1992). . 

The fluids chosen for our comparison are A'2, SF^, and tolu
ene. Molecular nitrogen is a natural benchmark fluid for com
parison and SFf, was chosen because of its use in the heavy gas 
wind tunnel program described by Anders (1993). Toluene 
is included because of its widespread use in Rankine cycle 
turbomachinery, see, e.g., Curran (1981). In each case, the 
freestream temperature was taken to be 1.01 Tc, where Tc is the 
temperature at the thermodynamic critical point of the particular 
fluid in question. 

For each fluid, the freestream densities were chosen such that 
p„ = 1 atm, p„ = 0.5Pc, and p^ = 1.25pc, where p„ is the 
freestream pressure, and pc is the density of the fluid at its 
thermodynamic critical point. The one atmosphere case is ex
pected to approximate perfect gas conditions. The cases having 
Po= = 0.5pc, T„ = l.OlTc correspond to thermodynamic states 
located in the dense gas regime somewhat to the right of the 

saturated vapor line in the p - V diagram. The freestream 
pressures for this dense gas case are 0.92pc « 30.7 atm, 0.92/?^ 
« 34.2 atm, and 0.93p^ « 37.8 atm for N2, SF^, and toluene, 
respectively. The cases having p„ = l.25pc, r„ = 1.011^ are at 
supercritical pressures just to the left of the critical point in the 
p — V diagram. For this reduced density, freestream pressures 
for Â 2, SFe, and toluene are 1.004 p, «* 33.6 atm, 1.003 p^ « 
37.2 atm, and 1.003pc '̂ ^ 40.6 atm, respectively. 

The variation of the skin friction with freestream Mach num
ber is plotted in Fig. 2. In the one atmosphere case the variation 
of Cf/(CfBll'^) is very weak for each fluid. The largest deviation 
from unity is about 2% which is for N2 at M„ = 3. Nitrogen 
also has the largest variations in the dense gas case (p^ -
0.5pc). The maximum deviations from one are about 9% for 
Â2 at Moo » 2, 6 percent for SFf, at M„ = 3, and 4.5% for toluene 
at Moo = 3. The largest variations shown for each fluid are 
observed in the cases having p„ as 1.25p<,. The error in (14) is 
nearly 50 percent for A'2 at Mach numbers approximately equal 
to one. 

From these simple examples we can immediately conclude 
that the scaling law (14) breaks down as the density increases. 
The physical reason for the breakdown is the strong variations 
of / across the boundary layer. As an example, we consider the 
case where p„ = 0.5pc and Moo = 2 in A'2. An examination of 
the numerical values for the variation in the viscosity revealed 
that it was nearly constant through the boundary layer with a 
local minimum of /.t « 0.85/it» and a wall value of /Li„ « p^oo. 
The density on the other hand decreases monotonically to a p„ 
« O.Spoo. These and other flow details have been described by 
Whitlock (1992). 

The deviation from the standard scaling is also seen to be 
weaker for the heavier fluids SF^ and toluene. The reason for 
this is that the specific heats of the latter fluids tend to be 
larger than that for A'2. As discussed by Anderson (1991a) and 
Whitlock (1992), the frictional heating tends to decrease as the 
specific heats increase. As a result, the temperature variation 
across the boundary layer is weakened. Because the density is 
related to the temperature through the well known fact that the 
pressure is approximately constant across the boundary layer, 
the density variation is also significantly weaker when the spe
cific heats are large. Because the shear viscosity depends on 
both p and T, the variation of (13) will be weaker in the heavier, 
more complex fluids. 

Although the scaling law for C/ is always expected to break 
down in the dense gas regime, the numerical errors might be 
tolerable at moderate pressures. For example, we estimate the 
error at r„ = I.OIT, =« 120°F and p„ = 10 atm for SF^ at a 
Mach number of 3 to be about 1.6 percent, which is considerably 
less than that encountered at the higher pressures. 

Conclusions 
The goal of this paper was to discuss classical similarity and 

scaling laws in the context of dense gases. The main conclusion 
regarding transonic similarity is that it is easily extended into 
the dense gas regime provided the nonlinearity parameter (5) 
is not small. As pointed out earlier, F can become small for 
fluids having moderately large specific heats. When such fluids 
are employed in their respective dense gas regimes, F can be
come small resulting in a breakdown in the classical similarity 
law. In contrast, relatively light fluids such as steam and air 
tend to have F = 0(1) even in the dense gas regime and are 
expected to satisfy the classical transonic similarity flows over 
most of the single-phase domain. 

The compressibility scalings for boundary layers are seen to 
be inaccurate in most cases where dense gas effects are notica-
ble. The classical scalings appear to be closely associated with 
the constant property assumptions; the Chapman-Rubesin pa
rameter / = pp/ix„p„ and the Prandtl number are likely to be 
the most important properties. The trend for boundary layers 
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appears to be the opposite of that for inviscid transonic flow in 
that the lighter, less complex fluids tend to be less likely to 
satisfy the scaling laws as the pressure is increased. The physical 
explanation is that frictional heating is stronger for the lighter, 
simpler fluids resulting in larger temperature and property varia
tions. 

We note that extensions of the transonic similarity are, in 
fact, possible. However, the authors are not aware of any simple 
extensions of (14) which are vaUd over most of the dense gas 
regime and further study is clearly needed here. We note that 
some progress has been made in the area of near-critical internal 
flows (see, e.g., HaO, 1971 or Hsu and Graham, 1976) and 
similar approaches may turn out to be useful for the laminar 
external flows of interest here. 
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Flow Visualization by Velocity-
Pressure Cross-Correlation 
For a better understanding of turbulent structure, a new flow visualization method 
of the time averaged structure of the turbulence has been developed by using wall 
pressure fluctuations to detect the velocity fluctuations of the flow. Velocity fluctua
tions were visualized by the measured velocity-wall pressure cross-correlation with 
the whole flow field for various time-delays between two measured values. Turbulence 
structures of a backward-facing step flow were investigated for three different flow 
regions—the recirculating flow just behind the step, the reattachment flow, and the 
boundary layer flow far down stream from the step. Sequential contour maps of cross-
correlation values were calculated to display movement and deformation of turbulent 
structures both qualitatively and quantitatively. 

1 Introduction 

Researchers studying turbulent flow have been interested in 
the practical applications to enhance heat and mass transfer. 
In order to control these transport phenonnena resulting from 
turbulent motion, it is necessary to know the detailed structure 
of turbulence. Experimental studies regarding turbulent struc
ture can be divided into two groups. One group has tried to 
analyze the turbulent flow by quantitative measurements of the 
flow characteristics, such as velocity, pressure and so on (Did-
den and Ho, 1985 and Schewe, 1983). However, this approach 
is not suitable for recognizing the general nature of turbulent 
flow, because of the limitation on the number of measuring 
points. On the other hand, there is flow visualization (Yule, 
1978 and Hussain et al., 1981), in which the general structure 
of the flow can be measured qualitatively, but not quantitatively. 
In recent years, several new combined techniques have been 
proposed (Adrian, 1986 and Talomon et al., 1986) which use 
visualization and carry out quantitative measurements simulta
neously. This paper develops one of these combined techniques 
to investigate turbulent flow from a new viewpoint. 

The large eddy turbulence structures are found mainly by 
velocity visualization using hydrogen bubbles or other tracer 
techniques. The pressure field can also give us important infor
mation about large eddy motion (Dinkelacker et al , 1977). 
Most of the visualized data, however, show only an instant in 
turbulent motion, while showing the mean characteristics of the 
turbulence requires visual data accumulation by a conditional 
sampUng method. From this standpoint, this paper develops a 
new flow visualization method for the time-averaged turbulence 
structure by using a wall pressure fluctuation not only as a 
signal for the conditional sampling but also as a velocity fluctu
ation detector for the flow. 

By accumulating the cross-correlation data, the time-mean 
structure of the velocity fluctuation can be obtained and the 
time delay of the cross-correlation gives us the phase informa
tion between the velocity and the pressure fluctuations. Because 
the fundamental pressure equation is a Poisson equation, which 
has no time derivative term, the pressure fluctuation contains 
instantaneous information of the velocity fluctuation in the 
whole flow field. Namely, the velocity fluctuation structure can 
be detected by using a pressure fluctuation as a reference and 
can be visualized by measuring the velocity-wall pressure cross-
correlation. By using the velocity-pressure cross-correlation. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 19, 1994; revised manuscript received February 28, 1996. Associate Techni
cal Editor; M. Gharib. 
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many studies of the structure of coherent motions of a turbulent 
boundary layer have been reported (Kobashi and Ichijo, 1984; 
Johanson et al., 1987; Kim and Hussain, 1993, and so on). 

A relation between the flow field estimated from the pressure 
and velocity cross-correlation and visualized patterns of the wall 
pressure fluctuations were investigated for an impinged flow 
(Hijikata and Mimatu, 1985). It was verified that the movement 
of high cross-correlation areas corresponds to the movement of 
the pressure fluctuation lumps. The high cross-correlation re-
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Fig. 6 Typical contour of velocity-pressure cross-correlation 

boundary layer region in the down stream. The sequential con
tour maps of cross-correlation were calculated to display the 
deformation and the movement of turbulent structures both 
qualitatively and quantitatively. In the recirculation region, pres
sure patterns are mainly affected by the main flow characteris
tics, but in the reattachment region, the oncoming flow to the 
reattachment wall is more important. 

O fn . 

mp-v. 

X = 0.625 ms 

Lag Time, msec 

Fig. 4 Typical velocity-pressure cross-correlation [/>p„, x„ = 110 (mm), 
X = 106 (mm), y = 10 (mm)] 

^ a.e 

Lag Time, msec 

Fig. 5 Each frequency component of cross-correlation [pp„, Xp = 110 
(mm), X = 106 (mm), y = 10 (mm)] 

gion has the same size as that of the pressure-fluctuation lumps 
in the pressure visualization, and the traveling velocities are the 
same. 

The pressure field in the backward step flow was investigated, 
since three different flow regimes exist in that flow: a recircula
tion region after the nozzle exit, a reattachment region, and a 

^Mmj^mmm^mm^^mm^m^m^^m^^m^^. 
X = 0.938 ms 

^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

X = 1.25 ms 

^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

T = 1.56 ms 

^ ^ ^ ^ ^ ^ ^ 5 " ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

Contour Interval = 0.01 

Fig. 7 Change of cross-correlation contour vi/ith time [pp„, Xp = 30 (mm)] 
(p 5 90 percent of maximum amplitude pressure fluctuation) 

Nomenclature 

Do = nozzle width, 61 mm 
h = nozzle height, 10 mm 
H = step height, 15 mm 

P,p = time mean and fluctuation com
ponent of wall pressure 

Re = Reynolds number Uoh/i^ 
Pp„ = cross-correlation between pres

sure and velocity u 

Pp^i = cross-correlation between pres
sure and velocity i; 

Pp„ = cross-correlation between pres
sure and vorticity oj 

U, u = velocity and fluctuation of veloc
ity in X direction 

Uo = mean velocity at nozzle exit 

V, V = velocity and fluctuation of veloc
ity in y direction 

X = direction parallel to the bulk flow 
Xp = pressure-measuring point in x di

rection 
y = direction vertical to the wall 
T = delay time 
u> = vorticity 
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2 Experimental Apparatus 
The schematic of the experimental apparatus for the measure

ment of the velocity-pressure cross-correlation and the data pro
cessing are shown in Fig. 1. At the exit of a 61 mm X 10 
mm rectangular nozzle, a backward facing step of 15 mm was 
installed. The Reynolds number Re using the nozzle height as 
the characteristic length, was fixed at 10". The reattachment 
point was approximately 70 mm from the step. The pressure 
was measured by a semiconductor pressure transducer through 
a small hole (0.6 mm I.D.) on the channel wall. To measure the 
shear stress, a static and a total pressure probes were mounted on 
the wall as shown in Fig. 2. The distance between two probes 
is 10 mm. A square root of the difference of two signals is 
considered to proportional of the wall shear stress. 

The velocity fluctuation in the step flow was measured by a 
split hot film anemometer able to traverse the whole velocity 
field. The obtained two velocity components (u, v) were ana
lyzed by a Fast Fourier Transform (FFT). The cross-correlation 
was nondimensionalized by the auto-correlation of each signal. 
The delay time r between two signals of the velocity and the 
pressure was varied between —10 ms to 10 ms, and 1000 sam
pled signals were averaged. 

3 Data Acquisition and Processing 
The large amount of experimental data and complex calcula

tions required effective data acquisition and processing. There-

^ [ r = 1.5625m3 ] 

t - i ^ 
w^m^^m^m^mmmmmmm'A 
'/A [ T = 3.1250ms 1 

Fig. 8(b) Contour of velocity-pressure cross-correlation [pp„, Xp = 30 
(mm)] (contour interval = 0.025, solid line = POSITIVE, dotted line = 
NEGATIVE) 

fore, the experiment used a bus master type transputer and a 
high speed A/D converter boards mounted on a PC. The two 
signals from the split film probe were amplified and linearized 
by hot-wire amplifiers, and then transferred to the AD converter. 
The wall pressure measured by the semi-conductor transducer 
were also acquired. 1024 data of each signals of 12 bits, were 
transferred to PC memory by DMA (Direct Memory Access). 
Since the bus-master type transputer can control the PC memory 
as its own one, high speed data processing was realizable with
out special software. The transputer works by the parallel C, 
which is compatible to the normal C language. 

The first stage of the data processing was to obtain the two 
velocity components (M, U) from the two signals {e\, e^) of the 
split film probe. In Fig. 3, calibration curves of the probe obtained 
by rotating the probe at a uniform velocity are shown. A vertical 
axis shows a sum and a difference of the two signals (ci + e^, ex 
— 62) divided by the uniform velocity UQ and by the amplification 
constant of the probe k. A horizontal axis shows an angle of the 
split plane measured from the plane perpendicular to the uniform 
velocity. Under three different uniform velocity conditions, the 
following two relations agree well with the data. 

Ci - 62 

kUo 

e, + £2 

= 0.869 cos e 

kUo 
= 0.109 cos 261 + 1.0 (1) 

488 / Vol. 118, SEPTEMBER 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[ T = -3 .1250ms 1 
[ r = -3.1250I11S : 

ffi 
+1.0 

m^mm^^^mmm^m^mmmwA 

0.0 

-1.0 

Fig. 8(c) Color contour of pseudo vorticity-pressure cross-correlation 
[PpJCPpJm™, Jfp = 30 (mm)] ( (pp j„„ = 1.18, (ppj^n = -O.S 

From these relations, the velocity perpendicular to the split 
plane oil] = Uo cos B and the absolute velocity Uo were calcu
lated. From these values, the other velocity component V was 
calculated by following equation. 

V = ylUl - [ / ' (2) 

After the FFT of the fluctuation components of M, V, and 
p, cross-power spectrums were obtained using the following 
correlation: 

S:^iA)=X*(f,)-Yif,) 
where * implies complex conjugate and 

X ( / . ) . i l , W e x p ( ^ ) 

,,,,4l>«»p(=f^) 

(3) 

(4) 

The cross-corrleation of R„ is calculated from S„ as follows: 

M^^m^^!m^^^mMmm^^^^^mm^^m0!m^m^m^y. 
[ T = -1.5625ms 1 

mmmm!m^^^m^mzmm^mm^mzmzm^y. 
[ r =^ ^.WSluB : 

^ [ r = 1.5625(113 1 

; ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
[ r = 3.126ans ] 

s.-* 
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Fig. 9(a) Contour of velocity-pressure cross-correlation [ppu, Xp = 70 
(mm)] (contour interval = 0.025, solid line = POSITIVE, dotted line = 
NEGATIVE) 

The cross-correlation function p^ is a normalized of the cross-
correlation. 

PxyiTm) 
Rxy(T„) 

iRAOyRyyiO) 
(6) 

„ . . i V c (i2irmk\ 
Rxy(r,„) = -7,1, S:„exp\ '[^) (5) 

where /?„(0) and RyyiO) are the auto-correlation at T = 0, 
which are equal to the root mean square of ;c(n) and y(n), 
respectively. 

By filtering the cross-power spectrum we can separate the 
motion of each frequency components of the turbulent motion. 

4 Conditional Sampling 
The wall pressure was measured at three different points, 

one each located in the recirculation, the reattachment, and the 
boundary layer regions. For each pressure measuring point, the 
velocity was measured in the whole flow field. For one velocity 
measuring point, the cross-power spectrums of p-M andp-D were 
calculated, but these power spectrums were different in every 
measurement, because the instantaneous flow motion is differ
ent. Therefore, it is necessary to distinguish whether the data 
include special fluctuation motion. For example, if a positive 
peak pressure fluctuation occurs in the measured data, then there 
is reason to believe that some special fluctuation motions exist 
in the flow. Because only the amplitude and the sign of the 
pressure fluctuation can be measured, the conditional sampling 
condition can only depend on these properties. The simplest 
sampling condition is to accept all the measured data for pro
cessing. 
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Since the measured data contain other unnecessary informa- 
tion of fluctuation motion, an averaging more than the 1000 
times is necessary in the conditional sampling. A typical pres- 
sure-velocity cross-correlation is shown in Fig. 4. In the figure, 
the positive correlation appears in the positive time lag region, 
and negative one in the negative time lag. The cross-correlation 
pattern is different at different measuring point. The peak of 
the cross-correlation becomes larger when the distance between 
the velocity and the pressure measuring points becomes shorter, 
and the time lag between the peaks becomes smaller. 

The cross-correlation as shown in Fig. 4 consists of many 
frequency components, which is shown in Fig. 5. The every 
frequency' s peak has different amplitude and it appears at differ- 
ent time-lag, which implies that the fluctuating motion of differ- 
ent size eddies move differently. 

Figure 6 shows a typical contour of the cross-correlation 
function Ppu, where the wall pressure was measured in the recir- 
culating region. Just above the pressure measuring point, a posi- 
tive cross-correlation region exists. On the contrary, a negative 
correlation region exists between the positive correlation region 
and the wall. This figure shows the impingement of the lump 
of the velocity fluctuation. 

5 Results and Discussion 

5.1 Effect of Conditional Sampling. In order to show 
the effect of the conditional sampling, the contour of the cross- 
correlation function Ppu is visualized under different sampling 
condition. The pressure fluctuation was used as a conditional 
sampling condition, and a threshold magnitude and sign for the 

sampling were changed. The results showed that the sign of 
the threshold condition has no effect on the visualized result. 
However, by changing the threshold magnitude, the visualized 
pattern changes. When the pressure in recirculation region im- 
mediately downstream was measured under the new condition, 
all the lumps of the velocity fluctuation moved downstream 
under the simple averaging condition. However, when the cross- 
correlation was averaged under the condition of an existence 
of high amplitude pressure fluctuation, the lump of the velocity 
fluctuation moved upstream in the recirculating region as shown 
in Fig. 7. Since the pressure fluctuation at the wall is mainly 
caused by the velocity fluctuation at the free shear layer of the 
recirculating flow, the averaging can detect this shear layer 
structure, and the lump of the velocity fluctuation moves down- 
stream by the simple averaging. On the contrary, the pressure 
fluctuation generated near the wall can only be detected by the 
conditional sampling. In the figure, the contour of the cross- 
correlation moves upstream near the wall, but it moves down- 
stream at the free stream shear layer. 

5.2 Visualization of Velocity Fluctuation. In order to 
show the size and the motion of the eddy intuitively, contours 
of the pressure-velocity cross-correlation (pp,, pp~) are shown 
for the different delay time ~- in Figs. 8(a) ,  (b), 9(a) ,  (b), and 
10 (a),  (b) for the three regions. In each region, the pressure has 
a different behavior. In the recirculating zone, the pressure is 
nearly constant, but it increases due to the impingement at the 
reattachment region. The measurement of the cross-correlation 
was carried out with this in mind. The horizontal and vertical 
axes in all figures indicate the velocity measuring point in the 
flow space. The solid lines represent the positive correlation, 
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which means the wall pressure increase as the velocity in- 
creases, and the dotted lines indicate a negative value, which 
means the pressure increases as the velocity decreases. The 
fluid flows from the left-hand side to the right. The pressure 
measurement point on the channel wall is indicated by the solid 
triangle. 

The contours of pp, and Pw in the recirculation region are 
shown in Figs. 8(a) ,  (b), where ~- is the time-delay between 
the pressure fluctuation and the velocity fluctuation. A positive 
value of ~- means the velocity fluctuation occurs after the pres- 
sure fluctuation. In the figure, the absolute maximum correlation 
for a time-lag of ~- = 0, located just above the pressure measur- 
ing point, is negative, the result implies that the pressure in- 
crease at the wall in the recirculating zone is caused by the 
acceleration of the main flow, whose characteristics are quite 
reasonable and coincide with the well-known fact that the pres- 
sure in the separated bubble is nearly constant. From this figure, 
the pressure fluctuation appears to be generated by the periodic 
velocity change in the main flow. The near wall phenomena 
have few effects on the wall pressure fluctuation as shown in 
Fig. 7. 

In the reattachment region shown in Figs. 9(a) ,  (b), the 
pressure change is caused by the acceleration of the fluid flow, 
which implies that the impingement of the flow on the wall is 
dominant. However, the velocity fluctuation lump influencing 
the wall pressure is not entrained along the stream line. In 
the main flow, the negative correlation predominates, which 
generates the positive correlation in the recirculating zone a n d  
leads to the velocity lump impingement on the wall. This mech- 
anism is different from the stagnation flow caused by a jet 
impingement (Hijikata and Mimatu, 1987). 

In the boundary layer flow farther downstream as shown in 
Figs. 10(a), (b), the pressure increase is caused by the velocity 
reduction (negative values of correlation) and the eddy size is 
slightly larger than in Figs. 8 or 9. Its shape is not round a n d  
is inclined in the upward flow direction. In this region, the trace 
of the center of the highest cross-correlation is nearly parallel 
to the wall. 

5.3 P s e u d o - V o r t i c i t y  C o n t o u r .  By using the sequential 
d a t a  of the velocity-pressure cross-correlation, we can easily 
trace the large eddy motion which affects the wall pressure 
fluctuation. However, the structure shown in these figures is not 
directly corresponding to the eddy motion, because the eddy 
structure should be shown by the vorticity, but the direct mea- 
surement of the vorticity is difficult. Instead, the following vari- 
able is derived: 

Oprv OPpu 
PP'~- Ox Oy (7) 

The cross-correlation between the vorticity in the flow and 
pressure on the wall is not exactly equal to Eq. (7). However, 
in a mean sense, it is closely related to Eq. (7). It will be 
referred to the pseudo vorticity-pressure cross-correlation, here- 
after. From the two cross-correlation data of Ppu and Pw, the 
pseudo vorticity-pressure cross-correlation is calculated using 
Eq. (7) and shown in Figs. 8(c),  9(c),  and 10(c). In the 
recirculation region, the movement of the strong fluctuation 
structures is not observed, but at the nozzle exit, a negative 
region of correlation by the shear exists in Fig. 8(c). In Fig. 
9 (c), where the pressure measuring point is in the reattachment 
region, a pair of vortices having different rotation clearly exists 
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and their motion and deformation of vorticity can be traced. 
The pair of vortices is originally located vertically in the main 
flow, but then changes to a horizontal position relative to the 
wall after passing the reattachment point. In the boundary-layer 
flow, as shown in Fig. 10(c), the positive contours of the cross- 
correlation make angles of about 20 degrees from the wall. 

5.4 Frequency Analysis of Cross-Correlation. The 
cross-correlation can be separated into frequency components, 
which summed, approximate the structure. In the frequency 

domain, the data was divided into low and high frequency com- 
ponents as the first step, and then summed to reconstruct the 
cross-correlation in the velocity fields. In the case of the cross- 
correlation between pressure and vorticity, low frequency com- 
ponent is considered to describe the large eddy motion, and high 
frequency, the small, these two contours of cross-correlation of 
( P p u ) l o w  and (Pp.)high are  shown in Figs. 11 (b) and (c). In these 
figures, islands of contours in (Pp,)low are much larger than that 
in (Pp,)high, which correspond to large and small eddies, the 
data suggest that large eddies are able to move through the 
reattachment point, which small eddies are reduced by reattach- 
ment on the wall. Therefore, in Figs. 11 (a),  (b) and (c),  the 
flow structure is mainly composed of large eddies in the region 
downstream from the reattachment point. 

5.5 Shear Stress-Velocity Cross-Correlation. Both pos- 
itive and negative correlation regions were observed for the 
pressure-velocity cross-correlation. However, for the cross-cor- 
relation between the velocity fluctuation and the shear stress 
fluctuation obtained from the wall dynamic pressure fluctuation, 
only one positive high correlation region was detected near the 
wall in Fig. 12, which was measured downstream from the 
reattachment point by using I-type hot wire anemometer. This 
is because the shear stress fluctuation is caused by the velocity 
fluctuation in the flow direction. Hence, the velocity fluctuation 
has the same sign as the shear stress fluctuation. In this experi- 
ment, the total pressure fluctuation is much larger than the static 
one. Thus the cross-correlation between the fluctuation of the 
velocity and the wall shear stress, influenced the dynamic pres- 
sure, can provided more obvious information of a large scale 
structure of a turbulent shear flow near the wall than the veloc- 
ity-static pressure cross-correlation shown in Fig. 10. However, 
sweep and ejection events cannot be observed at the present 
time. 

6 Uncertainty Es t ima te s  

Considering the measurement error, errors due to the sensitiv- 
ity of the pressure transducer were the most dominant; other 
errors were negligible. The accuracy of the pressure fluctua- 
tions, which were calculated from the signals translated by 12 
bits A /D  converter, was no more than 8 bits. This calculation 
of cross-correlation was accurate to three significant figures. 
Therefore, the bias limit of the measurement was 0.005 relative 
to the value of the nondimensional cross-correlation. 

For each measured point, 1000 sampled signals were aver- 
aged to obtain the cross-correlation. The precision index of all 

r r=, d 

y=20 

y= l  

z=17 

m4mudng 0.0 
paint . . . . . .  1.0 

(a) (b) (c) 

Fig. 11 Contour of pseudo vorticity-pressure cross-correlation [PpJ(Pp=)max, Xp = 70  ( m m ) ] .  (a )  A l l  
frequencies ((pp.).,= = 0,783, (Pp.)ml. = - 0 . 6 5 4 ) ;  (b )  l o w  f r e q u e n c i e s  [48 .8  - 293.0 Hz ]  ( (P~)m=x = 
0,211, (Pp=)m~. = - -0 .195) ;  (C) high frequencies [341 .8  --  585.9 Hz ]  ( ( P . = ) m x  = 0.178, (pp=)m~.= - 0 . 1 9 0 ) .  
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measured points (about 200 pints) was considered 1.5 times 
the maximum absolute cross-correlation. 

Accordingly, in the case of Fig. 8(a) ,  the uncertainty at 95 
percent confidence for the velocity-pressure cross-correlation 
(Ppu) distribution was 9.4 percent. The uncertainties of other 
distributions (Figs. 6 - 1 2 )  were similarly about 10 percent. 
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Fig. 12 Contour of Shear Stress-Velocity Cross-Correlation [xp = 110 
(mrn)] (contour interval = 0.02, solid line = POSITIVE, dotted line = NEG-  
ATIVE) 

7 Conc lus ions  

The visualization of the flow characteristics by using contours 
of the velocity-pressure cross-correlation were carried out, and 
the following conclusions were obtained: 

(1) From the contours of the velocity-pressure cross-corre- 
lation, the size of the high-correlation region was determined 
which corresponds to the mean size of eddies. 

(2) A use of a split hot film anemometer provides the ability 
to measure two velocity components and to obtain pseudo- 
vorticity cross-correlation to the pressure fluctuation and eddy 
motions. 

(3) From the frequency analysis of the cross-correlation, 
the large and the small eddies are clearly separated in the reat- 
tachment region and their motion was visualized. 
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Active Control of Instabilities in 
Laminar Boundary Layers-- 
Overview and Concept 
Validation 
This paper (the first in a series)focuses on using active-control methods to maintain 
laminar flow in a region of  the flow in which the natural instabilities, i f  left unattended, 
lead to turbulent flow. The authors review previous studies that examine wave cancel- 
lation (currently the most prominent method) and solve the unsteady, nonlinear 
Navier-Stokes equations to evaluate this method o f  controlling instabilities. It is 
definitively shown that instabilities are controlled by the linear summation of  waves 
( i. e., wave cancellation). Although a mathematically complete method for  controlling 
arbitrary instabilities has been developed, the review, duplication, and physical expla- 
nation of  previous studies are important steps for  providing an independent verifica- 
tion o f  those studies, for  establishing a framework for  the work which will involve 
automated transition control, and for  detailing the phenomena by-which the auto- 
mated studies can be used to expand knowledge of  flow control. 

Introduction 

Most studies to date have been restricted to maintaining lami- 
nar flow through the use of a technique termed "wave cancella- 
tion." The wave-cancellation method assumes that a wave-like 
disturbance can be linearly cancelled by introducing another 
wave with similar amplitude but is out of phase. The key is to 
determine the parameters of the downstream wave which 
counter (cancel) the evolution of the upstream generated wave. 
Milling (1981) and Liepmann and Nosenchuck (1982a, b) 
tested the feasibility of this concept in water tunnels with flat 
plates and a zero pressure gradient. Using two vibrating wires 
(one in an upstream and one in a downstream location) to 
generate traveling waves 180 deg out of phase, Milling (1981) 
showed that a wave with a 0.6-percent amplitude could be re- 
duced (cancelled) to a disturbance with a 0.1-percent amplitude 
and a profile that no longer resembled a wave shape. By using 
hot strips to generate and control traveling waves, Liepmann 
and Nosenchuck (1982a, b) obtained wall-shear results that 
indicate a partial wave cancellation, which led to a 30-percent 
delay in transition. Liepmann and Nosenchuck (1982b) also 
noted that the transition to turbulence could be accelerated if 
the two disturbance generators were in phase; this technique 
may be useful to force the flow into a turbulent state, for exam- 
ple, to prevent an undesirable flow separation. Finally, Liep- 
mann and Nosenchuck (1982b) showed that a comparable stabi- 
lization by steady heating would require a 2000-percent increase 
in energy over the unstable wave-cancellation technique. In an 
experimental wind-tunnel facility, Thomas (1983) used electro- 
magnetic generators to study and control traveling waves in a 
boundary layer on a zero-pressure-gradient flat-plate model. 
With an optimal choice of phase and amplitude for the second 
wave, Thomas (1983) showed that a two-dimensional (2D) 
disturbance with an approximate amplitude of 1 percent was 
reduced to 0.2 percent through partial wave cancellation, and 
a transition delay was realized. However, similar to previous 
experiments, complete relaminafization was not accomplished. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 17, 1994; revised manuscript received June 4, 1996. Associate Technical 
Editor: W. S. Saric. 

Thomas postulated that an interaction between background dis- 
turbances and the primary wave led to increased levels of three 
dimensionality, which prevented complete relaminarization. 
Thomas also determined that wave interactions degrade the ef- 
fectiveness of the cancellation technique and suggested that the 
control be as close as possible to the primary wave generator 
to decrease the effect of wave interactions. Based on the study 
of Liepmann and Nosenchuck (1982a, b), Ladd and Hendricks 
(1988) employed adaptive heating to control 2D instabilities in 
a laminar boundary layer on an axisymmetric body (ellipsoid) 
in a water tunnel. Similar to the above experiments, some degree 
of wave cancellation was obtained for the 2D instabilities; how- 
ever, as Ladd and Hendricks noted, the naturally occurring 
waves on an ellipsoid are highly three, dimensional (3D), which 
makes cancellation much more difficult to achieve. Finally, un- 
like the previous experiments that used artificially produced 
Tollmien-Schlichting (TS) waves, Pupator and Saric (1989) 
and Ladd (1990) examined the cancellation of random distur- 
bances on a flat plate in a wind tunnel and on an axisymmetric 
body in a water tunnel, respectively. With periodic suction and 
blowing used as the actuator, both studies showed a reduction 
in the random disturbance amplitudes. 

Various theoretical and computational studies have been 
aimed at understanding the physics of this wave-cancellation 
process. The linear asymptotic theory analysis by Maestrello 
and Ting (1984) indicated that small amounts of local periodic 
heating can excite disturbances which actively control the TS 
waves that travel on a flat plate in water. One of the first Navier- 
Stokes simulations of active control was conducted by Biringen 
(1984), who used a temporally-growing instability formulation 
in a laminar channel flow. Using suction and blowing as the 
control, Biringen (1984) observed approximately a 50-percent 
reduction in the amplitudes of the 2D instabilities and a decrease 
in the growth of the 3D instabilities; the Reynolds stress that 
resulted from the control was nearly zero due to the destruction 
of the streamwise and wall-normal disturbance velocities. Met- 
calfe et al. (1985) used solutions of the Navier-Stokes equations 
in the temporally-growing instability formulation to study the 
effect of a moving wall on unstable waves traveling in a laminar 
flow on a flat plate. By using an energy analysis, they showed 
that the wall motion causes the Reynolds-stress term to become 
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negative, which implies a feed of energy from the perturbed 
flow back into the mean flow. In effect, this energy analysis 
showed how a perturbation to an unstable flow can be stabiliz- 
ing. However, Metcalfe et al. (1985) pointed out that down- 
stream of the suction and blowing the unstable residual wave 
began to grow at about the same rate as prior to the control. 
Bower et al. (1987) and Pal et al. (1991) used the 2D Orr- 
Sommerfeld equation to study and control instability-wave 
growth by superposition. They show within the limits of linear 
stability theory and the parallel-flow assumption that waves 
(even multi-frequency waves) can be cancelled. Laurien and 
Kleiser (1989) used solutions of the Navier-Stokes equations 
in the temporally-growing instability formulation to study the 
effects of unsteady suction and blowing on unstable 2D and 3D 
waves traveling in a parallel laminar flow on a flat plate; Kral 
and Fasel (1989) used solutions of the Navier-Stokes equations 
in the spatially-growing instability formulation to study the ef- 
fect of unsteady heating on unstable 2D and 3D waves traveling 
in a nonparallel laminar flow on a fiat plate. The 3D modes are 
secondary instabilities arising from a threshold amplitude of the 
2D wave. Both studies showed that transition can be delayed 
(or accelerated) by superposing disturbances out of phase (in 
phase) with the primary TS wave and that control is only effec- 
tive if it is applied at an early stage of transition, where the 
2D wave is dominant. Finally, Danabasoglu et al. (1991) used 
solutions of the Navier-Stokes equations in the spatially-grow- 
ing instability formulation to study the effect of unsteady suction 
and blowing on unstable 2D and 3D waves traveling in a laminar 
channel flow. Consistent with the previous Navier-Stokes stud- 
ies, transition was delayed by superposition of out-of-phase 
control disturbances on the disturbances that were generated 
upstream. Additionally, a 2D TS wave with an amplitude as 
large as 3 percent of the channel centerline velocity was sup- 
pressed by approximately 85 percent with wave cancellation. 

All of the previous active-control studies were undertaken 
with the a priori assumption that wave cancellation was accom- 
plished by the linear superposition (or forcing) of waves with 
180 deg phase shifts. None of these previous studies were able 
to achieve complete (or exact) instability removal (wave can- 
cellation) from the flow, except for the linear studies reported 
Bower et al. (1987) and Pal et al. (1991) which could obtain 
cancellation because the nonlinear governing equations were 
reduced to a linear system. The present paper definitively docu- 
ments the fundamental reason for the reductions in amplitudes 
of the instabilities in previous experiments and computations 
by the addition of a control wave, demonstrates why complete 
wave cancellation was not possible in the previous studies, ex- 
plains why the wave regains its exponential growth characteris- 
tic a small distance downstream of the control wave, and de- 
scribes why wave cancellation is not possible in the true 3D 
nonlinear transition case. 

Numerical Experiments 
These tasks are accomplished by numerical example using 

a coupled high-order finite-difference/spectral methods direct 
numerical simulation (DNS) code which solves the full nonlin- 
ear, unsteady Navier-Stokes equations. Described by Joslin et 
al. (1992, 1993), the spatial discretization entails a Chebyshev 
collocation grid in the wall-normal direction, fourth-order finite 
differences for the pressure equation, sixth-order compact dif- 
ferences for the momentum equations in the streamwise direc- 
tion, and a Fourier sine and cosine series in the spanwise direc- 
tion on a staggered grid. For time marching, a time-splitting 
procedure is used with implicit Crank-Nicolson differencing for 
normal diffusion terms and an explicit three-stage Runge-Kutta 
method. The influence-matrix technique is employed to solve 
the resulting pressure equation (Helmholtz-Neumann problem). 
At the inflow boundary, the mean base flow is forced and, at 
the outflow, the buffer-domain technique is used. 
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Fig. 1 Active control of Tollmien-Schlichting waves in flat-plate bound- 
ary layer. (SB = Steady Blowing, SS = Steady Suction). 

For the present Navier-Stokes computations, the grid has 661 
streamwise and 61 wall-normal points. The far-field boundary 
is located 7560* from the wall, and the streamwise distance is 
30860* from the inflow (where 6~ is the displacement thickness 
at the inflow of the computational domain). For the time 
marching, a time-step size of 320 steps per wave period is 
chosen for the three-stage Runge-Kutta method. Periodic suc- 
tion and blowing through the wall is used to initiate and control 
disturbances, where v I is the wall-normal velocity amplitude of 
the initial disturbance and Vw is the control amplitude. A suffi- 
ciently refined grid and small enough time step are used to 
displace the numerical techniques from the flow physics. 

A small-amplitude disturbance (vf = 0.0001) with a fre- 
quency a~ = 0.0774 and an inflow Reynolds number R = 900 
is used for this investigation. A number of simulations were 
conducted to control the growth of TS waves within the bound- 
ary layer. Results from these simulations are shown in Fig. 1, 
where the amplitudes of the streamwise component (Ul) of the 
TS waves are shown with downstream distance (R). For the 
range of amplitudes shown, all unsteady control waves lead to 
significant decreases in amplitudes and growth rates as a result 
of and downstream of the control, which is spatially located 
just upstream of R = 1000. As expected from many previous 
linear studies and duplicated in Fig. 1, steady blowing is destabi- 
lizing, and steady suction is stabilizing. The steady control cases 
are included to qualitatively illustrate Liepmann and Nosen- 
chuck's (1982b) hypothesis that steady control requires orders 
of magnitt~de more energy than is required for unsteady control 
to achieve similar control features. The results of Fig. 1 demon- 
strate that the small amplitudes required for nearly optimal un- 
steady wave cancellation barely influence the stability of the 
TS wave with steady suction or blowing. 

The wave cancellation by the superposition principle has been 
assumed to be the reason for the decreased amplitudes and 
growth rates for the controlled waves. Metcalfe et al. (1985) 
showed that the moving wall causes a negative Reynolds stress, 
which implies an energy feed from the unstable flow into the 
mean flow and which leads to a more stable flow. An examina- 
tion of the Reynolds stress in light of the above argument may 
lead to a similar conclusion for the present results; however, this 
cause-effect relationship is unlikely with the small-disturbance 
amplitudes generated by suction and blowing through a solid 
wall. Three simulations were conducted to ensure that linear 
superposition of individual instabilities was, in fact, responsible 
for the results shown in Fig. 1 and in the previous experiments 
and computations. Figure 2 shows the instantaneous streamwise 
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Fig. 2 Verification of superposition principle 

velocity (u) with downstream distance (R) obtained in each of 
three ways: (1) force a disturbance with suction and blowing 
and with no control (Forcing only); (2) activate suction and 
blowing at the control location only with no upstream forcing 
(Control only); and (3) apply suction and blowing at an up- 
stream location to generate a disturbance in the flow and activate 
suction and blowing control at a downstream location, which 
invokes wave-cancellation (Control). By discretely summing 
the control-only and forcing-only numerical results, the super- 
position results are obtained. Shown in Fig. 2, this linear super- 
posed solution is identical to the wave-cancellation simulation. 
This comparison not only definitively validates the supposition 
that linear superposition is the reason for the previous experi- 
mental and computational results, but it explains the reason for 
the failure of the simulations to reach an exact cancellation of 
disturbances. If the waves had a spatial/temporal phase shift 
of exactly 180 deg and the amplitudes were exactly the same 
quantitative value for each streamwise location, then superposi- 
tion would lead to a complete wave cancellation. Figure 2 shows 
that the control wave differs in both amplitude and phase from 
the initiated instability, where the control has a smaller ampli- 
tude than the disturbance. This difference leads to a superposed 
wave that has a reduced amplitude but retains some semblance 
of the wave shape and phase of the initial disturbance. Figure 
2 also explains the phase shift of 180 deg between the control 
cases (Vw = 0.0004 and Vw = 0.00088) which are shown in Fig. 
1. For vw = 0.0004, the control amplitude is smaller than the 
initial disturbance and leads to the qualitatively superposed 
wave of Fig. 2. As the control amplitude (e.g., Vw = 0.00088) 
exceeds the disturbance amplitude, the resulting superposed 
wave falls in line with the control phase, which leads to a 
downstream evolving instability which has a phase shift of ap- 
proximately 180 deg from the original upstream disturbance. 

The process of introducing a control wave which exactly 
matches the phase and amplitude of the initial spatially-growing 
disturbance requires many significant digits of accuracy. This 
explains why exact wave cancellation was not possible in previ- 
ous experiments, where such accuracy is not possible. Previous 
computations could obtain exact cancellation through optimiz- 
ing the control phase and amplitude to match the initial instabil- 
ity, assuming the initial disturbance had an evolution which 
could be described by a linear system. This leads us to the final 
task of explaining why the instability regains its exponential 
growth characteristics in a short distance downstream. 

The above results demonstrate that this process of wave can- 
cellation is very sensitive to amplitude and phase of the control 
wave. If exact cancellation is not achieved, then the disturbance 

amplitude is significantly reduced and the semblance of the 
wave is primarily retained. Within the boundary layer, a redistri- 
bution of energy very quickly occurs whereby the dominant 
mode regains its momentum and begins to exponentially grow 
as prior to the introduction of the control wave. This process is 
not limited to the wave-cancellation technique, but occurs with 
the initiation process of a wave (e.g., vibrating ribbon, etc.). 

Finally, the wave-cancellation technique will not work for 
the real transition problem because the underlying assumption 
of the technique resides in the ability to linearly superpose 
instabilities to delay transition for this problem and in general 
control the flow. The present results document the parameter 
sensitivities for a small-amplitude disturbance (i.e., the govem- 
ing equations can be described by a linear system); however, 
when multiple instabilities are present and have the opportunity 
to nonlinearly interact, then the required control waves can 
self-interact and interact with the initial modes. This potential 
interaction would prohibit any hope for the superposition tech- 
nique for real-world applications. 

Conclus ions  and Future Directions 

The present paper uses direct numerical simulation cases to 
definitively document that wave cancellation is the fundamental 
reason for the reductions in amplitudes of the instabilities in 
previous experiments and computations. It is shown that wave 
cancellation is very sensitive to the control parameters and usu- 
ally leads to a downstream evolving wave which has a greatly 
reduced amplitude but resembles the wave instability. Because 
the downstream instability retains the wave characteristics, it 
regains its exponential growth a small distance downstream 
of the control wave input. Finally, previous studies obtained 
transition delays only when a 2D control was imposed when 
3D instabilities had sufficiently small amplitudes because other- 
wise the superposition assumption becomes invalid. Hence, 
wave cancellation is not possible in the true 3D nonlinear transi- 
tion case. 

Much of the transition process involves small-amplitude dis- 
turbances and can therefore be described by linear systems. 
Hence, in a subsequent paper, the wave-cancellation process is 
automated under the linear superposition process such that a 
controller is evaluated; it receives information from sensors as 
input and provides a signal to control the actuator response as 
output. Clearly, this automation could only be successful for 
small-amplitude non-interacting modes. Available now in Joslin 
et al. (1995a) the results using this spectral controller indicate 
that a measure of wave cancellation is observed without using 
feedback. Feedback would lead to more optimal solutions by 
tuning the actuation amplitude. 

The next paper for the fiat-plate problem involves an actuator, 
a sensor downstream of the actuator, and the coupling of optimal 
control theory with the Navier-Stokes equations to form a 
closed-loop system for the control of arbitrary instabilities. For 
this formal theory, there is no a priori assumption of linear 
wave superposition; therefore, the potential exists for the control 
of nonlinear instabilities. Available now in Joslin et al. 1995b, 
the results of coupling the DNS and optimal control theory 
indicate that the mathematical system prescribes actuator con- 
trol equivalent to the wave-cancellation concept. The future 
direction of this research should involve testing the coupled 
active flow control system for other practical aerodynamic prob- 
lems (e.g., separation control). 
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Nonlinear Stability of the Thin 
Micropolar Liquid Film Flowing 
Down on a Vertical Plate 
A perturbation method is used to investigate analytically the nonlinear stability behav
ior of a thin micropolar liquid film flowing down a vertical plate. In this analysis, 
the conservation of mass, momentum, and angular momentum are considered and a 
corresponding nonlinear generalized kinematic equation for the film thickness is 
thereby derived. Results show that both the supercritical stability and the subcritical 
instability can be found in the micropolar film flow system. This analysis shows that 
the effect of the micropolar parameter R (=K/IJ,) is to stabilize the film flow, that is, the 
stability of the flowing film increases with the increasing magnitude of the micropolar 
parameter R. Also, the present analysis shows that the micropolar coefficients, A 
(=ho/j) and A (=y/fjj), have very little effects on the stability of the micro-
polar film. 

Introduction 
The instability problems of fluid film flowing down a vertical 

or inclined plate are common in many industrial applications, 
e.g., the finishing of coating, laser cutting process, and casting 
technology. It is known that macroscopic instabilities are disas
trous to fluid flow. It would be highly desirable to know the flow 
configurations and their time dependence, in order to develop 
suitable conditions under which the homogeneous film growth 
could be obtained. 

The problem of linear stability of isothermal film flow with
out taking into account surface tension was first studied numeri
cally by Yih (1954). The pioneering work on the nonlinear 
stability of film flow using perturbation methods was provided 
by Benney (1966). Later on, Lin (1974), and Krishna and Lin 
(1977) presented the nonlinear stability analysis of an isother
mal film flow with respect to the two- or three-dimensional 
disturbance of finite amplitude and finite bandwidth. Hwang and 
Weng (1987) showed that supercritical stability and subcritical 
instability are both possible for a liquid film flow system with 
and without interfacial phase change. Tsai et al. (1996) ex
tended the nonlinear analysis to the stability of condensate film 
flow under the effect of magnetic field. An extensive review on 
the stabiUty of falling liquid film can be referred to Chang 
(1994). 

In recent years, the stability problem of interest has been 
extended to the flow of fluids in the presence of microstructures. 
A subclass of these fluids was named micropolar fluids by Er
ingen (1964) who first proposed the theory of micropolar fluids. 
Micropolar fluids exhibit certain microscopic effects arising 
from the local structure and microrotations of the fluid elements. 
In application, the micropolar fluids may be used to model some 
manmade fluids, such as the polymeric fluids, animal blood, 
fluids with additives, and liquid crystals, etc. The extension of 
the theory of micropolar fluids to cover the thermal effect was 
developed by Eringen (1967). Liu (1970, 1971) studied the 
flow stability of micropolar fluids and found that the initiation 
of instability was delayed due to the presence of microstructures 
in the fluid. Datta and Sastry (1976) studied the instability of a 
horizontal micropolar fluid layer which was heated from below. 
They found that the plot of Rayleigh number versus wave num-
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cal Editor; G. Karniadakis. 

•ber has two branches separating the zones of stability. Ahmadi 
(1976) studied the same problem by employing a Unear theory 
as well as an energy method. It was observed that the micropolar 
fluid layer heated from below is more stable as compared with 
the classical Newtonian fluid, and also found that, no subcritical 
instability region exists. Payne and Straughan (1989) investi
gated the Benard problem for a thermomicropolar fluid by the 
nonlinear energy stability method. They predicted the subcriti
cal instability may possibly occur, but did not infer the existence 
of subcritical instabilities from their work. Later, Franchi and 
Straughan (1992) established a nonlinear energy stability analy
sis for the convection of the thermo-micropolar fluid with tem
perature dependent viscosity. They showed that the critical Ray
leigh number depend strongly on the changes of the interaction 
coefficient /c, and indicated that the micropolar coefficient y 
has very little influence on the convection threshold. 

According to our reviews, the nonlinear stability of a thin 
micropolar liquid film flowing down a vertical plate has not 
been investigated in previous studies. These kinds of stability 
problems are important in many industrial applications. In this 
paper, the finite-amplitude stability of a micropolar liquid film 
that flows down a vertical wall will be studied. The method of 
multiple scales is applied to solve the nonlinear generalized 
kinematic equations, order by order, and that leads to a secular 
equation of Ginzburg-Landau type. By the nonlinear analysis, 
the interactions between the equilibrium finite amplitude and 
the micropolar parameters could be realized theoretically. More
over, the sensitivity of micropolar parameters will be investi
gated in the present study. 

Analysis 
Consider a thin layer of an incompressible viscous micropolar 

fluid film flowing down a vertical wall, as shown in Fig. 1. The 
governing equations and associated boundary conditions are 
extended to the formulation of the generalized kinematic equa
tion in the presence of microstructures. All physical properties 
are assumed to be constant. The physical system is formulated 
from the conservation of mass, momentum, and angular mo
mentum. Based on the above assumptions, the governing equa
tions and the corresponding boundary conditions are given as 

Continuity equation: 

du* 

dx* 

dv* 

dy* 
= 0, (1) 
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Fig. 1 Physical model and coordinate system 

X-momentum equation: 

I du* ^ du* ^ du* 
p\ h M * h D* — 

\ dt* dx"^ oy* 

K the vortex viscosity, j the micro-inertia density, and y the 
spin-gradient viscosity. The last term on the right-hand side of 
Eq. (2) is the body force due to gravity. 

The fluid motion may be assumed to be affected by (i) vis
cous action, which is measured by /i, (ii) the effect of couple 
stresses, measured by y, and (iii) the direct coupling of the 
microstructure to the velocity, measured by K. Stokes (1985) 
showed that each of the constants fj,, y, and K can have any 
value greater than, or equal to, zero, so that the ratios y/jx and 
K/fi, which are measures, respectively, of the relative strengths 
of the couple stress to the viscous effect and the microstructure 
coupling to the viscous effect, can have any value greater than, 
or equal to, zero. Kolpashchikov et al. (1983) determined the 
viscosity coefficients of micropolar fluid on the basis of visco-
metric and thermal measurements. The order of magnitude of 
the micro-inertia density, j , is comparable to /^, where / is a 
material length depending on the size of microstructure. For 
most suspensions, the order of magnitude of / is about 10"^ to 
10"'̂  cm (Eringen, 1980). The appropriate boundary conditions 

At the plate (y* = 0): 

«* = 0, 

N* = 

V* = 0, 

1 / 9 M * 

2 \dy* 

dv 

dx 

At free surface {y* = h*) 
dP* , Jd'^u* d^u*\ dN* 
--—-f (M + K) - - -Y-h — - ^ -I- K—— + pg (2) Q^^* r / gi^>, 
ox* \dx* oy* / oy* p * + 2/i—— 1 -f-

dx* 
y-momentum equation: 

/ dv* ^ dv* ^ dv* 
P\ T: ^ " •" ^ T;— 

\ot'* dx* By* 

+ S-

dx 

d'^h* 

dx*^ 

dh*V' 

dx 

1 -I-
dh* 

dx* 

(5) 

(6) 

(7) 

= PL (8) 

dP* , I d\* 

dy * 2 
m*_ 
dx* 

(3) 
du* dv* dh* du* 

dy* dx* dx* dx* 

dh* 

dx* 
= 0, (9) 

Angular-momentum equation: 

J dN* 
^A dt* + u* 

du* 

dy* 

dN* 

dx* + V 

dv* 

dx* 

dN* 

dy* 

2KN* 
d^N* d^N* 

dx * 2 dy * 2 
(4) 

In the above equations, u * and v* are the velocity components 
m X* and y* directions, respectively, P* the pressure, A'̂ * the 
angular microrotation, p the density, (i the dynamic viscosity. 

Â * = 0, 

dh* ^ dh* 
h U* II 

dt* dx* 
v" 0. 

(10) 

(11) 

The boundary conditions at the interface, Eqs. (8) and (9), 
are the balance of normal and tangential stresses. In Eq. (8) , 
P* is the ambient pressure, and S is the surface tension. The 
discussion of boundary conditions for the angular velocity N at 
solid wall and at the free surface, shown in Eqs. (7) and (10), 
can be found in Datta and Sastry (1976) and Ahmadi (1976). 
Equation (11) is the free surface kinematic equation. 

N o m e n c l a t u r e 

d = dr + idi, complex wave celerity 
g = gravitational acceleration 
h = film thickness 

ho = local base flow film thickness 
j = micro-inertia density 
A' = angular micro-rotation momentum 
P — liquid pressure 

Pa = ambient pressure 
R = =<! ji, micropolar parameter 

Re = =u„h„lv, Reynolds number 

t = time 
Uo = =ghxi/2i/, reference velocity 

u, V = velocities along x- and y-direc
tions, respectively 

dimensionless surface tension 
coordinates along and transverse 
to the plate 

: wave number 
• =hl/j, micropolar parameter 
: =y/pj, micropolar parameter 

W •• 

x,y • 

a 
A 
A 

r] = dimensionless disturbance film 
thickness 

y = spin-gradient viscosity 
K = vortex viscosity 
V = fluid kinematic viscosity 
p = fluid dynamic viscosity 
p = liquid density 
X. = disturbance wavelength 

Superscripts 
* = dimensional quantities 
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Proceeding with the analysis, we define the following dimen-
sionless quantities as: 

ht 
, h* 
h = — u 

^, _ gh$ 
Mo - — 

2v 
N 

no 

N*h* 

u* 

ht 
u* 

p = 

t = 

p* 

au*t* 

~ht~ 
V* 

P* 
' a 

lirho 
W = 

pur 

2'p'v'g 

Re = 
" 0 Mo 

(12) 

After applying the expressions in Eq. (12) into Eqs. ( 1 ) -
(11), we have 

M̂  + Uy = 0, (13) 

(1-1- R)Uyy + RNy = - 2 "t" O! RB(P;t + u, + uUx + vu,) 

- a \ \ +R)u^, (14) 

Py = a Re" ' ( l -t- R)Vyy - aRN, 

- a^(uvx + vvy + V,) + a^ Re" ' ( l + R)v^, (15) 

ANyy - 2RAN - RAUy 

= a Re(M -I- uN, + vNy) - a^(RAv, + AN^), (16) 

where 

R = ^, A = ^ , A = ^ . 
M J M 

are the dimensionless material properties. Also, in the above 
equations. Re is the Reynolds number and a is the wave number. 
The subscripts (hereinafter) are represented for partial deriva
tives. If R = 0, the vortex viscosity effect of the particles in 
the micropolar fluid will be neglected, and the system reduce 
to the case of classical Newtonian fluid. For most micropolar 
fluids, the micropolar parameter R and Reynolds number Re are 
0{a°). The dimensionless form of the corresponding boundary 
conditions now become: 

at the solid wall {y = 0) : 

u = V = 0, N = - \{Uy - a\)j,=o-

at the interface {y = h): 

P + 2oi Re-"'«,(1 + aV,)(l - aV,)-' = 0, 

Uy = a \ + 4a^MA(l - ci^hl)'\ 

N=0, 

h, + uhx — V 0. 

(17) 

(18) 

(19) 

(20) 

(21) 

Since the long-wavelength (i.e., small wave number a) 
modes are the most unstable ones for film flow, we choose a 
as the perturbation parameter, then expand u, v, P, and Â  in 
the following form: 

u — Uo + aui •¥ O(a^), 

V - Vo + avi + O(a^), 

P = Po + aPi + O(a^) , 

N = No + aNi + Oia"-). 

Now inserting the above expressions into Eqs. ( 1 3 ) - ( 2 1 ) . 
The resulting equations are then solved order by order. In prac
tice, the parameter W is usually of large value, so that a^W is 

taken to be of order one. The zeroth- and first-order solutions 
(given in the Appendix) are inserted into the dimensionless free 
surface kinematic equation, Eq. (21), and yields the following 
nonlinear generalized kinematic equation 

h, + A(h)h, + B{h)K, + C(h)h,,^ 

+ D{h)hl + E(h)h,h^ = 0 (22) 

where 

A(h) = 

Bih)= 64a Re 
15(R + 2)^ 

22a Re 

^ -H 2 
h\ 

16a ReA 8a Re 
+ — - T + m\R + 2y RAiR + 2y A(R + 2y 

h' h^ h^ 
coth (mh) -\ r 

3 m m 

cw = '-^^^^^h^ 

„ , , , 128a Re , , 

5(R + 2y 

32a Re 
+ 

3(R + 2) 

16a ReA 8a Re 
+ —. T + mHR + 2y RA{R + 2) ' A(/? -I- 2) ' 

4h^ 3h^ u / , x , 3 , 2 / ,N 2 / ! coth (mh) + h csch (mh) H—r 

(23) 

and 

^ , , , 4a 'WRe ' -5 '%, 
E(h) = /^^ 

(R + 2) 

RA(R + 2) 

A(R + I) 

When R = 0, Eq. (22) can be reduced to the equation, for 
the case without interfacial phase change, that was derived by 
Hwang and Weng( 1987). 

Stability Analysis 

In this analysis, only the case of nonlinear stability is consid
ered. The side-band stability analysis given in this section is 
restricted to the investigation of the threshhold amplitude for 
subcritical instabiUty and supercritical stability. So, the dimen
sionless film thickness for the perturbed state is expressed as: 

h = 1 + Tj, T] = 0(a), (24) 

where r] is the perturbation of the stationary film thickness. 
Then Eq. (24) is inserted into Eq. (22) and if terms up to 

the order of 77̂  are kept, it yields the evolution of rj as follows: 

77, + Arix + Brixx + Crj^^^ + Dr]l + Er)jq^ 

A" \ I B" 
A'77 + y 77^77, + I B'7? + y 77' J77, 
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+ ( C'77 + Y 7?' )?7,„, + (D + D'r))7]l 

+ ( £ + E'r})ri,r)^ + 0(77^), (25) 

where the value of A, B, C, D, E and their derivatives are 
evaluated at /j = 1. 

I Linear Stability Analysis. To study the linear stability 
problem, the nonlinear terms of Eq. (25) are neglected and the 
linearized equation is obtained: 

. ^ + ^ ^ + B ^ + C ^ = 0. (26) 

dt ox ox ax 

Applying the normal mode analysis by assuming: 

7] = a e\p[i(x - dt)] + c.c. (27) 
In the above expression, a is the perturbation amplitude, c.c. is 
the complex conjugate counterpart. The complex wave celerity 
d is given by: 

d = dr + idi = A + i(B - C). (28) 

The flow is linearly unstable for rf, > 0, and on the other hand, 
flow is linear stable for rf, < 0. rf, = 0 gives the linear neutral-
stability curve. 

II Nonlinear Stability Analysis. Now we proceed to 
study the nonlinear stability problem. Following Krishna and 
Lin (1977), the method of muhiple scales is used according 
to: 

d d d , 9 
— = — + e — + ê  — 
dt dt dti dt2 

±^d_ _d_ 
dx dx dxi 

(29) 

(30) 

(31) ri{a, X, Xi, t, ti, f2) = eVt + ^^Vt + <^%> 

where e is a small parameter such that 

tt = et, ?2 = ^^t, Xx = ex. (32) 

Then, Eq. (25) becomes 

(Lo + eLi + e%)(£)7, + €̂ 772 + e%) 

= -e^N2-e'N„ (33) 

where 

d 
L. = - A— B—+ C — 

dt dx dx^ dx'* ' 

d d ^„ d 3 ,^ d^ d 
L, = — + A — + 2B + 4C —- — , 

dti dxi dx dxi dx dxi 
3 „ a' ^^ d^ d^ 

' ^-d72^^d?,''^^d^^d?r 

N2 = A'rj,77u + B'riir]^^ + C'qirii^^ 

+ D77L + Eri uVixxx, 

Ni = A'(77,772,. + 77u772 + 7?|77u,) 

+ B'(ritri2,^ + 277i77û j + r7,;„772) 

+ CinxVlxxxK + 477,77i„„, + 77taxx772) 

+ D(2r]u'n2x + 277̂ 771;,,) + EiriuVixxx + 'i'Huriixxxi 

(34) 

(35) 

(36) 

+ 77i,„77i, + 77u„77i;,|) + \A"r)\r}u + ^Brj^iVixx 

+ ^Crjirji^^ + D'r]iriu + £'77I^U'?UM- (38) 

Equation (33) is then solved order by order. The equation for 
0(e) is Lo77i = 0. The solution is of the following form: 

771 = a(Xi, ti, ti) exp[/(A; — drt)] + c.c. (39) 

Then the solution of 772 and the secular condition for the equation 
of 0{e^) are given, respectively, as: 

772 = ea^ exp[2/(.x - drt)] + c.c. (40) 

da d^a 
di;^ ' dx\ 

e-^d^a + (El + iF,)a^a = 0, (41) 

where 

e - Cr + iCi 

= (16C - 4 B ) ^ ' ( - S ' + C - D + E - iA'), 

Di = B - 6C, 

El = (-5B' + lie + 4D - lOE)er - A'e, 

+ ( - j f i " + |C" + D' ~ £ ' ) , 

Fi = ( - 5 5 ' + 17C' + 4D - 10£)ei + A'e, + \A". (42) 

In the above expressions, the overbar denotes the complex 
conjugate. Equation (41) would be used to investigate the non
linear behavior of fluid film flow. Strictly speaking, this expan
sion is only valid for wavenumbers close to neutral and not 
near-critical when a approaches zero. The effects of the near-
zero wavenumber modes on wave dynamics can be important, 
but we are unable to capture it with the resolution of Eq. (42). 
For a filtered wave, there is no spatial modulation, the solution 
of this equation may be written as 

a = Uo exp(—ibt2). (43) 

Substituting the above expression into Eq. (41) and neglecting 
the second term, one can obtain the following equations 

da, 

Tt: 
- = (e '^di - Eial)ao, 

d{b(t2)t2] 

dt2 
= Fial. 

(44) 

(45) 

Equation (44) is the so-called Ginzburg-Landau equation. Of 
course, if Ei were zero, the Ginzburg-Landau equation can be 
reduced to the equation that is obtained from linear theory. The 
second term of the right-hand side of Eq. (44) is due to the 
nonlinearity. Equation (45) is the modification of the wave 
speed of the infinitesimal disturbance due to the nonlinear effect. 
In the linearly unstable region (rf, > 0) , the condition for the 
existence of a supercritically stable wave is Ei > 0, and, finally, 
the ampUtude (eao) is obtained as 

eo„ = 
dT^^'^ 
Ex, 

(37) and the nonlinear wave speed is given as 

Ncr = e^b = dr + d\ — 

(46) 

(47) 

On the other hand, in the linearly stable region (dt < Q), if Ei 
< 0, the film flow presents the behavior of subcritical instability, 
and ea„ is the threshold amplitude. 
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Table 1 The results about the critical wave numbers with different mi
cropolar parameters A {R = 0.5, A = 1000) 

Fig. 2 Neutral stability curve for micropolar film flow with different val
ues of micropolar parameter R 

Results and Discussions 

The linear stability analysis yields the neutral stability curve 
which is determined by adi = 0. The a-Re plane is separated 
into two regions. One is the linearly stable region where small 
disturbances are decaying with time and the other one is the 
linearly unstable region where small perturbations will grow as 
time increases. In order to study the effect of micropolar param
eter on the stability of film flow, the dimensionless surface 
tension is fixed to be a constant value in all numerical calcula
tions, i.e., W = 6173.5. The results obtained for the case of 
classical Newtonian flow (by setting /? = 0) agree with those 
found by Hwang and Weng (1987) in a previous study. 

I Linear Stability Results. Figure 2 shows that the neu
tral stability curves for micropolar film flow with different val
ues of micropolar parameter R. It is indicated in Fig. 2, when 
R is increased further, the linearly stable region (adi < 0) will 
be expanded. 

Figure 3 displays the comparison of the temporal film growth 
rate of micropolar fluid (R = 0.2, 0.5) with that of Newtonian 
flow (R = 0) . It is shown that the increase of value of R will 
reduce the temporal growth rate. Furthermore, it can be found 
that both the wave number of neutral mode and maximum 
growth rate become larger when the value of R is decreased. 
In other words, the larger the value of micropolar parameter R, 

0.01 

0.00 -

adi 

-0.01 

-0.02 
0.00 O.iO 

A = 0.01 

A =0.1 

A = l 

Re = 5 

0.034315 

0.034333 

0.034335 

Re = 10 

0.061141 

0.061174 

0.061178 

Re = 15 

0.085719 

0.085740 

0.085770 

the more stable liquid film will be. Tables 1 and 2 present 
the dependence of the critical wave numbers on the various 
micropolar parameters, A and A. Table 1 shows the variation 
of the critical wave numbers with micropolar parameters A for 
R = 0.5 and A = 1000, whereas. Table 2 presents the variation 
of the critical wave numbers with micropolar parameter A for 
^ = 0.5 and A = 1. Results show that the micropolar parameter, 
A and A, have very little effects on the stability of film flow. 

II Nonlinear Stability Results. The nonlinear stability 
analysis is used to study whether the finite amplitude distur
bance in the linearly stable region will cause instability (subcrit-
ical instability) and to study whether the subsequent nonlinear 
evolution of disturbance in the linearly unstable region will 
redevelop to a new equilibrium state with a finite amplitude 
(supercritical stability) or grow to be unstable. By inspecting 
the nonlinear amplitude, Eq. (44), one can find that the negative 
value of £( will make the system become unstable. This kind 
of instability in the linearly stable region is called subcritical 
instability; i.e., the disturbance amplitude is larger than the 
threshold amplitude, then the amplitude will increase although 
the prediction from using the linear theory is stable. On the 
other hand, such instability in the subcritical unstable region 
will cause the system to reach an explosive state. 

The hatched area in Figs. 4{a) - 4 ( c ) near the neutral stabil
ity curve, reveals that both subcritical instability (di < 0, £j < 
0) and the explosive solution (cf, > 0, £i < 0) are possible for 
all values of i? in the present study. The shaded region (unstable 
region) will be shrunk when R is increased. It is observed that 
supercritical stability (rf, > 0, £1 > 0, the blank region in the 
linearly unstable region) is also possible. When R increases, 
the region of supercritical stability will be enlarged and the state 
is more stable. 

From the nonUnear stability analysis, it is shown that the 
system will be unstable if the initial finite amplitude disturbance 
is greater than the subcritical unstable threshold amplitude. Fig
ure 5 displays the threshold amplitude in the subcritical unstable 
region with different values of micropolar parameter R for the 
case of Re = 10. It is found that the threshold amplitude will 
become larger for the increasing micropolar parameter R, there
fore, the film flow will be more stable. 

In the linearly unstable region, the linear amplification rate 
is positive, while the nonlinear amplification rate is negative. 
Therefore, the linearly infinitesimal disturbance in the unstable 
region will not grow to an infinity, but rather, reach to an 
equilibrium amplitude that is obtained from Eq. (44). Figure 6 
displays the supercritical stable amplitude of different values 
of micropolar parameter R for the case of Re = 10. It is found 
that the increase of R will lower the threshold amplitude, and 
the flow will be more stable. 

Table 2 The results about the critical wave numbers with different 
micropolar parameters A{R = 0.5, A = 1) 

Fig. 3 Temporal growth rate of micropolar flow {R = 0.2 and 0,5) with 
those of Newtonian flow (H = 0) 
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0.061189 
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Fig. 4(a) Neutral stability curve of Newtonian film flow; R = 0 
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Fig. 4(b) Neutral stability curve of micropolar film flow; R = 0.2, 
A = 1, A = 1000 
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Fig. 5 Thresliold amplitude in the subcritical unstable region witli differ
ent micropolar parameter R for Re = 10 

little influences on the results and characteristics of the threshold 
amplitude of subcritical instability or supercritical stability. 

From the above discussion, the effect of micropolar parameter 
R will strongly affect the stability characteristics of film flow. 
The increase of the value of R will increase the stability of 

0.3 
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2ca, 

0.1 

0.0 
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R = 0.5 

0,02 0.64 0.60 
a 

0.06 

Fig. 6 Threshold amplitude in the supercritical stable region with differ
ent micropolar parameter R for Re = 10 

2.50 

NC, 2.00 -Fig. 4(c) Neutral stability curve of micropolar film flow; R = 0.5, 
A = 1, A = 1000 

The wave speed predicted by the linear theory, given in Eq. 
(28), will not change for all wave numbers; but the nonlinear 
wave speed, given by Eq. (47), can be influenced by the wave 
numbers and micropolar parameter R. The variations of the 
nonlinear wave speed with respect to wave number and different 
values of R are shown in Fig. 7. It is found that tl.e nonlinear 
wave speed decreases with the increasing value of R. " 

Similarly, as mentioned in the linear stability analysis, the Rg. 7 variation of nonlinear wave speed with several values of R; 
micropolar parameters A (=hl/j) and A ( = 7 / M / ) have very Re = 10 

i.so 
0,04 0.06 
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micropolar film flow. Because the effect of the microstructure 
in micropolar fluid will increase the effective viscosity, it can, 
therefore, reduce the convective motion of flow. But, the param
eters A and A have no important effects on the stability of the 
micropolar film flow. 

Conclusion 

Nonlinear stability of a thin micropolar liquid film flowing 
down a vertical plate is investigated by a perturbation method. 
Solving the complex problem with the method of multiple 
scales, a nonlinear generalized kinematic equation, including 
the effects of angular microrotation and micropolar inertia is 
obtained. The theory of micropolar fluids can be used to model 
the couple stresses and body couples. The interactions between 
the stability of hydrodynamic micropolar film flow and the mi
cropolar parameters are studied in detail. 

First, the linear stability analysis is studied to obtain the 
neutral stability curve. The increase of micropolar parameter R 
will reduce the growth rate of amplitudes and, therefore, will 
expand the linearly stable region which result in a more stable 
film flow system. It should be noted that the linear stability 
analysis can only give the qualitative statements about the dy
namic behavior of film flow, but it can not give any information 
for the cases of finite amplitude. Only by the nonlinear stability 
analysis, the stability of the flow with finite amplitude can be 
obtained. 

From the results of the present nonlinear stability analysis, it 
is indicated that there exists a supercritical stability in the lin
early unstable region where an infinitesimal disturbance will 
redevelop into a new equilibrium finite amplitude. Also, there 
exists a subcritical instability in the linearly stable region. The 
increase of the micropolar parameter R will increase the critical 
amplitude in the subcritically unstable region, and will reduce 
the amplitude of the supercritically stable waves and the nonlin
ear wave speed, therefore, the film flow is more stable. So, the 
application of vortex viscosity will strongly affect the stability 
characteristics of the micropolar film flow. 

In consequence, the increase of the value of R, will strongly 
increase the stability, and the micropolar film fluid system will 
be more stable. Furthermore, the stability of the micropolar 
film flow is found to be strongly dependent on the interaction 
coefficient K. But, the micro-inertia j , and the spin-gradient 
viscosity y have little influence on the stability of the micropolar 
film flow. 

In conclusion, we quote Eringen (1967), discussing his the
ory of micropolar fluids, who wrote "It should find important 
applications dealing with a variety of fluids. . . . Rich theoreti
cal and experimental studies are awaiting further workers." The 
stability analysis of micropolar film flow will be an interesting 
subject in both theoretical and engineering application aspects. 
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Turbulent Flow In Longitudinally 
Finned Tubes 
An experimental investigation of fully developed, steady, turbulent flow in longitudi
nally finned tubes has been performed. A two-channel, four-beam, laser-Doppler 
velocimeter was used to measure velocity profiles and turbulent statistics of air 
flow seeded with titanium dioxide particles. Mean velocities in axial, radial, and 
circumferential directions were measured over the tube cross sections and pressure 
drop in the tubes was measured at six stations along the test section length in order 
to calculate the fully developed friction factor. Four experimental tube geometries 
were studied: one smooth tube; two 8-finned tubes (fin height-to-radius ratios of 
0.333 and O.J67), and one 16-finned tube (fin height-to-radius ratio of 0.167); 
Detailed measurements were taken at airflow rates corresponding to Reynolds num
bers of approximately 5000, 25,000, and 50,000. Friction factor data were compared 
to literature results and showed good agreement for both smooth and finned tubes. 
The wall shear stress distribution varied significantly with Reynolds number, particu
larly for Reynolds numbers of 25,000 and below. Maximum wall shear stress was 
found at the fin tip and minimum at the fin root. Four secondary flow cells were 
detected per fin (one in each interfin spacing and one in each core region for each 
fin); secondary flows were found to be small in comparison to the mean axial flow 
and relative magnitudes were unaffected by axial flow rate at Reynolds numbers 
above 25,000. The fluctuating velocities had a structure similar to that of the smooth 
tube in the core region while the turbulence in the interfin region was greatly reduced. 
The principal, primary shear stress distribution differed considerably from that of 
the smooth tube, particularly in the interfin region, and the orientation was found to 
be approximately in the same direction as the gradient of the mean axial velocity, 
supporting the use of an eddy viscosity formulation in turbulence modeling. 

Introduction 

Enhancement techniques that improve the overall heat trans
fer characteristics of turbulent flow in tubes are important to 
heat exchanger designers. Due to their ease of manufacture and 
increased heat transfer rates, tubes with longitudinal, internal 
fins have been studied extensively. However, while empirical 
data have been obtained for the overall performance (friction 
factor and Nusselt number) of these tubes, a complete analysis 
of the flow structure within the tube has yet to be performed. 
A detailed investigation of the flow may provide useful informa
tion for the design of more efficient finned tubes. 

Early investigations by Hilding and Coogan (1964), Lipets 
et al. (1964), Vasil'chenko and Barbaritskaya (1969), Bergles 
et al. (1971), and Watkinson et al. (1973, 1975) suggest that 
significant savings can be made from employing finned tubes. 
Carnavos (1979) obtained heat transfer and pressure drop data 
from more than 20 internally finned tubes with between 6 and 
41 fins using air, water, and glycol. Comparison of these data 
and predictions that employ the hydraulic diameter in smooth 
tube correlations were found to overpredict both the Nusselt 
number and the friction factor by up to 36 percent. 

The only detailed measurements of the turbulent flow struc
tures were done by Trupp et al. (1981) for a tube with six fins 
of height ihlR) of 0.667 at Reynolds numbers of 50,000 and 
71,000. It was found that each fin has four secondary flow cells 
associated with it, two in the interfin space and two in the core 
region of the flow; the secondary flow velocity was at most 4.5 
percent of the mean axial velocity. The fin geometry used in 
this experiment is not typical of those used in heat exchanger 
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applications, with larger numbers of much shorter fins being 
more typical. In addition to the atypical fin geometry, the narrow 
range of flow conditions failed to determine the effects of Reyn
olds number on the flow structure. 

More detailed measurements of the flow over a wide range 
of fin geometry (considering both fin size and number) and 
flow conditions are required and an investigation was performed 
in which flow measurements were taken in adiabatic, fully de
veloped, turbulent flow in a longitudinally finned, circular tube 
using a two-component laser-Doppler velocimeter (LDV). 
Three finned tubes were tested at three Reynolds numbers be
tween 5000 and 50,000. Pressure drop, as well as mean axial 
velocity profiles (including near-wall measurements to predict 
waU shear stress), and secondary flows were measured. Turbu
lent stresses were also measured. 

Experimental Apparatus 
The experimental air flow loop is shown schematically in 

Fig. 1 and is described in detail by Edwards (1994). Flow was 
provided by a centrifugal fan and measured with an orifice flow 
meter. A settling plenum, containing one 25 mm thick section 
of honeycomb with 3.2 mm hexagonal cells followed by two 
#24 wire mesh screens 150 and 300 mm downstream and a 
smooth reducing nozzle was placed upstream of the test section 
to control the inlet conditions. Measurements at the nozzle exit 
revealed a turbulent intensity of 3.5 percent at a Reynolds num
ber (based on exit diameter) of 50,000. The velocity and turbu
lent intensity at the nozzle exit were measured to be uniform 
across the diameter to within ±2 percent. 

The test sections were attached to the flow loop at both ends 
by an o-ring sealed clamping mechanism that allowed for rota
tional adjustments of the tube and vertical and horizontal adjust
ments were possible at the downstream end to facilitate align
ment of the test section with the LDV traverse. Titanium dioxide 
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Fig. 1 Schematic of the adiabatic experimental flow loop 
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I I 

Fig. 2 Cross section of tlie finned tube test sections viewed axially 

particles, having excellent optical properties and size (believed 
to be sub-micron sized) were selected as the seeding particle 
for this experiment. 

The cross sections of the finned tube test sections used in 
this investigation are shown in Fig. 2. Parameters of importance 
are the inside radius (/?), the number of fins (n) , and the fin 
height (h) and width (w). A cylindrical coordinate system is 
used in this analysis in which the radial ( r ) , circumferential 
(9), and axial (z) coordinates fix a point in the flow. The 
circumferential coordinate is measured from a bisector of the 
interfin space toward the fin. The axial direction is positive in 
the direction of the mean flow. 

Parameters for the three tubes tested are listed in Table 1. 
The test sections were made of smooth, clear acrylic tubing 
with an inside diameter of 76.26 mm, an outside diameter of 
82.72 mm, and a length of 3.66 m. A thin-wall, precision-bored 
glass tube was placed approximately six diameters upstream of 

the exit to provide an access window for the LDV measure
ments. The velocity measurement location was 70-90 hydraulic 
diameters from the test section entrance, depending on the fin 
geometry. This length was required to assure that the mean, 
turbulent and secondary flows were fully developed. Pressure 
taps were located at six equally-spaced axial locations along 
the test section. Fully developed pressure drops were obtained 
with a precision methanol manometer between the third and 
sixth stations, some 30-50 hydraulic diameters from the en
trance. 

A two-channel, four-beam, LDV (TSI Model 9100-7), em
ploying a two-watt argon laser's blue (488.0 nm) and green 
(514.5 nm) emissions and frequency shifting, was used to mea
sure horizontal and vertical velocities, respectively. A three-
dimensional traverse positioned the axis of the four beams on 
a horizontal plane, perpendicular to the test section axis. The 
system could be used to simultaneously measure axial and cir-

N o m e n c l a t u r e 

Af„ = nominal flow area, IT R^ (ignor
ing area blocked by fins) 

A/a = actual flow cross sectional area 
(considering blockage due to 
fins) 

dpidz = pressure gradient 
D^ = hydraulic diameter, 4*AfJPw 
f = friction factor, 2 

(dp/dz)D,/(pv^) 
h = fm height 
/ = mixing length 

P^ = wetted perimeter 
r = distance in radial direction, 

measured from tube axis 
R = inside radius of test section 

Ro = outside radius of tube 
Re = Reynolds number, vDJv 
tai = residence time of particle i in 

the LDV measuring volume 
Ut = instantaneous velocity in;' direc

tion (r, z, 6) 
u, = time-averaged velocity compo

nent 

i ' 2 

u'i = fluctuating velocity 
component 

max = maximum time-av
eraged axial veloc
ity (measured at 
tube axis) 

M̂  = time-averaged 
axial velocity in 
wall coordinates, 
yirjplv 

u'r', u'e^ - Reynolds normal 
stresses 

v ^ , V ^ , V ^ = fluctuating velocity 
components 

[ = Reynolds primary 
shear stresses 

u'rU'e = Reynolds second-
ary shear stress 

u'aUe = principal, primary 
shear stress 

V = mean axial velocity 
(averaged over the 
actual cross-sec
tional flow area) 

w = fin width 
y = distance from the wall 

y ^ = distance from wall in wall coordi
nates, y(T„/p)"'^/i' 

z = distance in axial direction 
a = angle (from +9 direction) of prin

cipal, primary shear plane 
/3 = angle (from +9 direction) of gra

dient of mean axial velocity 
y = angle (from +9 direction) of eddy 

viscosity model principal, primary 
shear plane 

9 - distance in circumferential direc
tion, measured in degrees from 
the interfin space bisector toward 
the fin bisector 

1/ = kinematic viscosity 
i^, = turbulent viscosity 
p = density 
a = standard deviation 

r„ = local wall shear stress 
,̂„av = average wall shear stress 
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cumferential velocity components or axial and radial velocity 
components of the flow depending upon the location of the 
measurement volume. 

Measurements of air flow in a smooth tube at Reynolds num
bers of 5000,25,000,50,000, and 100,000 were used to establish 
the experimental technique. Measurements of both mean veloc
ity profiles and Reynolds stress profiles showed good agreement 
with the data of Laufer (1954). On the basis of these results, 
the following measurement uncertainties were estimated: mean 
axial velocity ± 2 percent; mean axial velocity near-wall ±7 
percent; normal Reynolds stresses ± 8 percent; Reynolds shear 
stresses ± 15 percent; Secondary flows ± 15 percent. The inte
gral average of the axial velocity across the tube cross section 
matched the orifice plate measurement to within ±5 percent. 

Measurements within a finned tube were taken along a hori
zontal or vertical radial line using the traverse. Different radii 
could be examined by rotating the test section. Data taken on 
a horizontal radius measured axial and circumferential velocities 
while data taken on a vertical radius measured the axial and 
radial velocity components. The location of the measuring vol
ume within the finned tube was calculated using the virtual 
location of the traverse (accurate to within 0.01 mm) along with 
three-dimensional corrections due to refraction in the curved 
glass using methods similar to Broadway and Karattan (1981) 
and Garavsky et al. (1989). The effects of curvature were most 
significant near the wall on vertical radii. Corrections included 
both the location of the beam crossings and the half angle 
between the beam pairs. All measurements were taken relative 
to the tube centerUne. The centerline and angle of rotation were 
carefully measured by calculating vertical and horizontal dis
placements of known locations on the tube (particularly fin tips 
and outside wall diameter). 

This method resulted in some gaps in the data where fins 
partially or completely blocked the incident laser beams. In 
particular, the circumferential measurements on radii that inter
sected fins were unobtainable. Radial measurements had less 
regular gaps due to fin blockage. For each geometry and flow 
condition, between 30 and 45 data points were taken in the core 
region and between 40 and 75 data points were taken in the 
interfin space, along different radii. 

Results and Discussion 

Friction Factor. Fully developed friction factor for the 
smooth tube and three finned tubes are shown in Fig. 3. The 
smooth tube data agree very well with literature data. The 
smooth tube data are well approximated by Blasius-type formu
las. If the finned tubes' hydraulic diameters are used in the 
smooth tube correlations, the calculated friction factors are 5 -
25 percent lower than the measured values. This supports the 
findings of previous researchers who concluded that using the 
hydraulic diameter of finned tubes in smooth tube correlations 
is not sufficiently accurate. The finned tube data agree with 
Camavos' correlations within ±10 percent for all three finned 
tubes. While Camavos' correlation predicts friction factor well, 
the current data suggest that a Reynolds number exponent of 

Table 1 Geometric parameters for the smooth tube and 
finned tube test sections 

C l p 

number of fins, n 
inside radius, R (mm) 
fin height, h (mm) 
fin width, w (mm) 
nondim. fin height, h/R 
fin aspect ratio, w/h 
hydraulic diameter, Dj (mm) 

No. 1 

8 
38.13 
12.70 
4.76 
0.333 
0.375 
36.84 

No. 2 

8 
38.13 
6.35 
4.76 
0.167 
0.75 
50.66 

Tube 

No. 3 

8 
38.13 
6.35 
3.17 
0.167 
0.50 
38.30 

Smooth 

0 
38.13 

— 
— 
— 
— 

76.26 

0.1 

0.1 

0.1 

0.01 

—1 1—I—MM. 

S m o o t h Tube 

0 . 3 1 6 Re •O"" 

1 1 I I I I I I H 1 I I I I I I. 

Tube No. 1 

Camavos (1979) 

1 1—I I I I I l | H 1 I I I I I I. 

Tube No. 2 

Camavos (1979) 

i 1 I I I l l l | H 1 I I I I I I. 

Tube No. 3 

•~— Camavoa (1979) 
I I I • I < I I I 

1000 10,000 

Re 

100,00 

Fig. 3 Friction factor data for the smooth tube and the three finned 
tubes 

-0.25 would be more appropriate for these three test sections 
for the Reynolds number range tested. The smooth tube and 
the finned tubes exhibit similar Reynolds number dependence, 
suggesting that the Reynolds exponent is not a function of ge
ometry. 

Mean Axial Velocity. Velocity profiles for Tube No. 1 at 
a Reynolds number of 26,550 are shown in Fig. 4. The mean 
axial velocity profiles in this figure are typical of all three test 
sections at all flow rates. The core region has a very flat profile, 
typical of most turbulent duct flows. The nondimensionalized 
velocity in the interfin space is reduced 5-15 percent compared 
to that of the plain tube and shows a velocity "plateau" where 
the profile becomes quite flat. A local velocity maximum, as 
seen in the higher fin (h/R = 0.667) test sections of Trupp et 
al. (1981), was not found. 

The effects of Reynolds number can be seen in Fig. 5. The 
nondimensionalized velocity is plotted against radius along the 
interfin space bisector for the smooth tube and the three test 
sections over a range of Reynolds numbers. The general velocity 
profile remains unchanged across the tube except that the profile 
becomes slightly flatter with increasing Reynolds number. 

Near-Wall Velocity. The flow in the near-wall region is 
best examined by using turbulent wall coordinates, u '^ and y *. 
An analysis of this type requires some knowledge of the wall 
shear stress distribution and its effects on the flow. Very near 
the wall, the flow can be considered one-dimensional because 
gradients perpendicular to the wall are much larger than velocity 
gradients along the wall. The u'^ versus y'^ profiles are plotted 
(Figs. 6(a) and 6(b)) along lines perpendicular to the tube 
and fin walls. Very near the wall u* = y'^ and is valid to y^ 
of less than about 5. For the lower Reynolds number conditions, 
this viscous sublayer is thick enough to allow for direct mea
surement in this region, which can be used for calculation of 
the wall shear stress. When the viscous sublayer was too thin 
to allow direct measurement, an assumed velocity profile was 
needed. 
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Fig. 4 Mean axial velocity profiles for Tube No. 1 at Re = 26,550 and a 
smooth tube at Re = 25,400. Note that the scale for each data set Is 0.6 
to 1.0. 

For smooth tubes, the velocity profile is well described by 
the logarithmic law-of-the-wall for y ̂  greater than about 30. 

„+ = 2.44 In >>+ + 5.0 (1) 

Between the viscous sublayer and this log-law region, a velocity 
profile can be calculated using Van Driest's mixing length for
mula: 

/ = 0.41>' 1 
1 

e^726 

Fig. 5 Effect of Reynolds number on the mean axial velocity profiles at 
0 = 0 for the smooth tube and the three finned tubes. Note that the scale 
for each data set is 0.6 to 1.0. 

At y"̂  > 30, the data do not show a consistent trend. The data 
scatter is considerably larger than the measurement uncertainty 
of ±2 percent. For flow conditions in which the viscous sublayer 
(y"̂  < 10) was too thin to permit direct measurements, velocity 
was measured in the near-wall region (y^ < 30) and the wall 
shear stress was calculated by fitting the data to Van Driest's 
velocity profile. The universality of the near-wall region was 
assumed to hold for the higher Reynolds numbers. 

Wall Shear Stress. The measured velocity and wall dis
tance are used to calculate the wall shear stress by fitting u^ 
and y"̂  to the Van Driest velocity profile. The measured wall 

30 

20 

where 

V, = / ' 

(2a) 

i2b) 

n* 
10 

Normal to fln surface 
O r/R = 0.90 
A r/R = 0.75 U ' = 
V 9 = 22.5° 

+ - i r + 

logarithmic law-of-the-wall 
u* = 2.44 In y* +5.0 

Normal to tube wall 
Van Drlest's * ? = o° 

a 8= 13.5° 

10 100 1000 

ŷ  

Data for the smooth tube (shown in Fig. 6(a)) agree well with 
the predicted velocity profile. For smooth tubes, Van Driest's 
velocity profile is accurate for Reynolds numbers above about 
4000. For the finned tubes, the viscous sublayer should be the 
same as for smooth tubes. Outside of the viscous sublayer, 
however, two-dimensional effects of the flow are expected to 
affect velocity profiles significantly. Near-wall velocity profiles 
for the finned tube are compared to Van Driest's velocity profile 
in Figs. 6(a) and 6(b). Velocity profiles at the tube wall, fin 
side, and fin tip are shown for Tube No. 1 at a Reynolds number 
of 4950 and for Tube No. 3 at 25,350. The near-wall velocity 
profile in finned tubes is approximated (±10 percent) by Van 
Driest's profile for y* < 30. For 10 < y* < 30, Van Driest's 
model slightly underpredicts the velocity at all wall locations. 

Journal of Fluids Engineering 

Fig. 6(a) Near wall velocity profile for Tube No. 1 at Re = 4,950 and the 
smooth tube at 25,400 
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Fig. 6(b) Near wall velocity profile for Tube No. 3 at Re = 25,350 
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shear stress distribution for the three test sections is shown in 
Figs. l{a-c) as a function of distance along the tube-fin perim
eter. For each tube, the maximum wall shear stress occurs at 
the corner formed by the fin tip and fin wall. The minimum 
wall shear stress occurs at the comer of the tube and the fin. A 
local maximum is found on the tube wall. The measured shear 
stress, integrated over the tube perimeter yields a friction factor 
within 5 percent of the value calculated from the overall pres
sure drop. Reynolds number was found to have a large effect 
on the wall shear stress distribution between 5000 and 25,000, 
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Fig. 7(a) (Measured wall sliear stress distribution for Tube No. 1. Ab
scissa is tlie linear distance along the finned tube perimeter measured 
from e = 0.0. 
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Fig. 7(b) Measured wall shear stress distribution for Tube No. 2. Ab
scissa is the linear distance along the finned tube perimeter measured 
from e = 0.0. 
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Fig. 7(c) Measured wall shear stress distribution for Tube No. 3. Ab
scissa is the linear distance along the finned tube perimeter measured 
from e = 0.0. 

but considerably less of an effect between 25,000 and 50,000. 
At Reynolds numbers of 5000, the maximum and minimum 
shear stresses are, respectively, as much as 60 percent higher 
and 40 percent lower than the average. As Reynolds number 
increases, the variation in the wall shear stress is reduced to 
only ±25 percent of the mean at a Reynolds number of 25,000 
and slightly less than 20 percent at 50,000. 

From Fig. 7, it is apparent that wall shear stress similarity 
does not exist for the finned tubes at Reynolds numbers less 
than about 50,000. Because similarity in the wall shear stress 
does not exist, similarity in the velocity profiles is not expected. 

Secondary Flow. Secondary velocity profiles are shown in 
Figs. 8(a) and 8(^) for Tube No. 1 at Reynolds numbers of 
4950 and 26,500. Typical secondary flow structure is shown 
schematically in Fig. 8(c). Figure 8(a) shows the radial veloc
ity component of the flow, and Fig. %{b) shows the circumferen
tial velocity component of the secondary flows. The radial and 
tangential components (positive from the tube axis toward the 
tube wall and from the interfin space bisector toward the fin, 
respectively) are plotted along various radii. Two pairs of sec
ondary flow cells were observed for each fin. The first pair is 
located entirely within the interfin space; flow is toward the 
tube wall on the interfin space bisector and toward the tube axis 
along the fln wall. The second pair is contained in the core 
region; flow is toward the tube axis along the interfin space 
bisector and toward the fin along the fin bisector. 

Secondary flows increase with the axial flow Reynolds num
ber. For Tube No. 1, the maximum secondary velocity increased 
from 3.2 percent of the mean axial flow to 5.2 percent at Reyn
olds numbers of 4950 and 26,500, respectively. Secondary flow 
velocities decrease as the numbers of fins increase and the fin 
height decreases. At a nominal Reynolds number of 25,000, the 
maximum secondary velocity was reduced from 5.2 to 3.1 per
cent of the mean axial velocity between Tube No. 1 and 2 (fin 
height is half of that in Tube No. 1). Similarly, at a Reynolds 
number of 25,000, the maximum secondary flow velocity was 
reduced from 3.1 to 1.9 percent between Tube No. 2 and 3 
(Tube No. 2 has half as many fins as Tube No. 3). 

Turbulent Kinetic Energy Distribution. The three com
ponents of the fluctuating velocity were combined to form the 
turbulent kinetic energy, and was used to show the effects of 
tube geometry and Reynolds number on the turbulent flow struc
ture. In Fig. 9, the turbulent kinetic energy of the smooth tube 
and the finned tubes at a Reynolds number of about 5000 are 
shown. The core region for each of the finned tubes is very 
similar to that of the smooth tube. In the interfin region, a 
considerable reduction in turbulence is observed for each tube. 
Tube No. 3 shows higher levels of turbulence than tubes No. 1 
and 2, probably due to the larger number of fins resulting in a 
larger wall region of turbulence generation. The point at which 
the turbulence reaches a maximum depends upon the fin height. 
For Tube No. I (fin tip at rlR = 0.667), the maximum occurs 
at a nondimensional radius {rlR) between 0.55 and 0.65. For 
Tubes No. 2 and 3 (fin tip at rlR = 0.817), the maxima occur 
between 0.65 and 0.8. For the smooth tube, however, the turbu
lence reaches a maximum near the tube wall. 

Principal, Primary Sliear Stress Distribution. Primary 
Reynolds shear stresses {ul-u[ and MAMO were measured in both 
the smooth and finned tubes. These primary shear stresses can 
be combined into a principal, primary shear stress, representing 
the magnitude of the primary shear stress. The principal shear 
stress acts in a plane (the principal shear plane) oriented at an 
angle a from the +6 direction. The principal, primary shear 
stress and orientation of the principal plane are defined as 

+ UaU, 

tan a 
14' f Idr 7 

(3) 

(4) 
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Fig. 8(a) Radial component of the secondary flow for Tube No. 1 at 
Reynolds numbers of 4950 and 26,500. Note that the scale for each data 
set Is -0.06 to 0.06 (except 0 = 22.5). Lines are for clarity only. 

For the smooth tube, the principal shear stress is equal to 
M'MJ and a is equal to 90 degrees. 

The distribution of the principal, primary shear stress is 
shown in Fig. 10. In the core region of the flow, the shear stress 
is larger for the finned tube than for the smooth tube but both 
increase in an approximately linear fashion. The shear stress in 
the finned tube rises more rapidly as the fin is approached. In 
the interfin region, however, the finned tube has much lower 
shear stress than the smooth tube. As with the turbulence level, 
the reduction in the principal shear stress can be accounted for 
by the reduction of the large turbulent length scales. As in 
smooth tubes, the larger eddies are primarily responsible for 
the shear stress terms. The absence of the larger eddies in the 
interfin region results in significantly reduced shear stresses. 

Principal, Sliear Plane Orientation. The principal plane 
was found to be oriented in approximately the same direction 
as the normal to isovels of the mean axial flow. The orientation 
of the normal to the mean axial velocity can be calculated 
from the gradient of the mean axial velocity. From Fig. 11, the 
gradient, oriented in the direction, w, is defined as 
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Fig. 8(b) Circumferential component of the secondary flow for Tube 
No. 1 at Reynolds numbers of 4950 and 26,500. Note that the scale for 
each data set is -0.06 to 0.06. Lines are for clarity only. 

Fig. 8(c) Schematic of secondary flow cells in a typical finned tube. 
Each fin has four secondary flow cells. 

The angle /3, measured from the +0 axis is 

dr 
tan (5 = 

1 du^ 

7 ae 

(6) 

, _ 1 du, du, 
?rad u, = -—-tr + —eie 

r oB or 
(5) 

For each tube, at each Reynolds number, a and /3 were calcu
lated from the Reynolds stress data and from mean axial velocity 
data at 25 to 35 locations. The results are shown in Fig. 12. 
While there is considerable scatter in the data, the data roughly 
demonstrate that a and /3 are equal, ±10 degrees. Scatter in the 
data can be attributed to calculations of both angles. Errors of 
approximately ±15 percent in the Reynolds shear stresses are 
accompanied by similar errors in the calculation of the gradients 
of the mean axial velocity. From these errors, an estimate for 
the calculation of the two angles is approximately ±10 degrees. 
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Fig. 9 Comparison of turbulent liinetic energy distribution along 0 = 0 
for smooth and finned tubes (Re ~ 5,000) 

While these errors prevent a conclusive statement that a and 
P are equal across the flow field, it suggests some important 
considerations for turbulence modeling. Eddy viscosity formu
lations are commonly used for modeling the primary shear 
stresses in both circular and noncircular ducts. This model is 

UrU[ = —f, 
duz 

dr 

1 du. 

A corresponding principal shear stress for the model is 

^y + f i ^ 

(la) 

{lb) 

(8) 

This principal shear stress acts in a plane y (oriented from the 
+9 direction) 

tan y 
'dr 

1 dii^ 

7 9^ 

(9) 

Thus, by definition, y equals /?. From the experimental data it 
has been shown that a and /? are equal (within experimental 
uncertainty). Thus, the use of an eddy viscosity model for the 
primary shear stresses will predict a principal, primary shear 
stress oriented in the same plane as experimentally determined. 
This type of analysis can be used to validate the use of an eddy 
viscosity model based on the orientation of the principal shear 
planes but does not include the magnitude of the shear stresses. 
Additionally, while the use of an eddy viscosity model for the 
primary shear stresses may be adequate, an isotropic turbulence 
model is needed to properly account for the secondary flows 
which arise due to turbulent secondary shear and normal 
stresses. 

Conclusions 

An experimental investigation was performed in which over
all performance and velocity profile measurements in three 
finned tubes and a smooth tube were made. The following re
sults and conclusions can be drawn from this study: 
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Fig. 10 Distribution of principal, primary shiear stress for Tube No. 1 
(Re = 4,950) and the smooth tube (Re = 5,230) 

Measured friction factors were within ±10 percent of the 
correlation of Camavos (1979). The data show that the 
dependence of friction factor on Reynolds number for 
the finned tubes was similar to that of smooth tubes. 
Axial velocity profiles showed reduced velocities in the 
interfin space compared to smooth tube measurements. 
A velocity "plateau" in the interfin space was observed. 
Two pairs of secondary flow cells were measured for 
each fin. The secondary flow velocity was at most 5.2 
percent of the mean axial velocity and increased with 
larger Reynolds number, fewer fins, and taller fins. 
A continuous law-of-the-wall appropriate for smooth 
tubes also fit the finned tube data for y* < 30, but a 

2. 

4. 

Isovel 

Fig. 11 Schematic showing normal to isovel and Its orientation 
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universal profile was not observed outside this near-wall 
region. 

5. The maximum wall shear stress occurs at the fin tip and 
the minimum occurs at the fin root. Wall shear stress 
distributions were found to be strongly dependent on 
Reynolds number. 

6. In the core region of the finned tubes, the turbulent struc
ture is very similar to that of a smooth tube. For the 
interfin region, a large reduction in the turbulence was 
observed. This has been attributed to the reduction in the 
largest turbulent length scale in this region. 

7. The primary shear stresses, when combined into a princi
pal, primary shear stress, showed trends similar to the 
turbulent kinetic energy. The structure in the core region 
was similar to that of a smooth tube while the interfin 
region showed a marked reduction in the principal shear 
stress. 

8. It was found that mean axial velocity gradients and prin
cipal shear stresses appear to act in the same plane. While 
experimental uncertainty prevents this from being proven 

conclusively, the results support the modeling of primary 
shear stresses with an eddy viscosity model. 
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A Comparison of Some Recent 
Eddy-Viscosity Turbulence 
IVIodels 
The performance of recently developed eddy-viscosity turbulence models, including 
the author's SST model, is evaluated against a number of attached and separated 
adverse pressure gradient flows. The results are compared in detail against experi
mental data, as well as against the standard k-e model. Grid convergence was estab
lished for all computations. The study involves four different, state-of-the-art finite 
difference (finite volume) codes. 

Introduction 
With the maturing of numerical methods and the ever-widen

ing scope of computational fluid dynamics (CFD), the need for 
accurate as well as robust turbulence models becomes increas
ingly more urgent. There is certainly no shortage of turbulence 
models among which to choose. However, making the decision 
which turbulence model is best for the intended type of applica
tions is a difficult task. Over the last four years, the present 
author has developed a test base for the evaluation of turbulence 
models (Menter, 1992, 1993, 1994a, b; Menter and Rumsey, 
1994). The test cases have been selected to cover a wide area 
of increasingly difficult flowfields that are relevant with respect 
to aerodynamic applications. The test base is used to periodi
cally evaluate the performance of newly developed turbulence 
models and to compare the results with those of existing models. 
All models are tested with the same numerical methods, on 
identical grids and with the same boundary conditions. Grid 
convergence was established by using at least two, in most 
cases three, successively refined grids and to ensure that the 
results were within plotting accuracy with one another. 

One of the most interesting developments in the last years 
with respect to eddy-viscosity models is the re-emergence of 
one-equation models, starting with the Baldwin-Barth (BB) 
model (Baldwin and Barth, 1990). (Note, however, that one-
equation models have been used in Russia for a considerable 
period of time. Gulyaev et al , 1993; Nee and Kovasznay, 1969) 
The BB model has gained widespread interest and is now imple
mented into a large number of codes. However, recent investiga
tions (Spalart, 1994; Menter, 1994c) into the mathematical 
properties of this model have shown that the underlying equa
tions are ill-conditioned near viscous-inviscid interfaces (shear 
layer edge) and that the solutions of this model depend strongly 
on the grid density in that area. In the present paper the one-
equation model developed by Spalart and Allmaras (SA) 
(Spalart, 1994) which avoids the problems of the BB model is 
tested. 

Another new development is the application of the renormal-
ization group (RNG) theory to the derivation of eddy-viscosity 
turbulence models (Yakhot and Orszag, 1986; Yakhot and 
Smith, 1992; Yakhot et al., 1992). While the early versions of 
the model were not fit for use in flows of practical interest, 
because of their inability to predict the logarithmic region of a 
turbulent boundary layer, the version of the model given in 
Yakhot et al. (1992) remedies this shortcoming and has gained 
widespread interest. This model is called the RNG model in 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 28, 1995; revised manuscript received April 1, 1996. Associate Technical 
Editor: D. P. Telionis. 

this paper, although it is not entirely derived from RNG theory. 
An expansion technique was employed in order to arrive at a 
variable coefficient in front of the production of dissipation 
(Cji) term. In the course of the analysis a free parameter is 
introduced that was used for calibration of the logarithmic layer. 

One of the problems in conducting this study was that no 
low Reynolds number terms were available for the RNG model. 
Thus, the equations cannot be integrated to the surface. In previ
ous computations, the RNG model was always solved in combi
nation with wall-function boundary conditions. This was not 
considered desirable, because it would necessitate that the dif
ferent models are solved on different grids, which would cloud 
the comparison. The RNG model was therefore transformed 
(exactly) to a k-u formulation, following the approach given 
by Menter (1994b). This allows the use of the standard k-u 
sub-layer treatment in the near wall region (y* < ~60) com
bined with the high Reynolds number RNG formulation for the 
rest of the flow. In order to demonstrate that the present near 
wall treatment does not affect the high Reynolds number perfor
mance of the RNG model, two of the test cases were repeated 
with wall functions. 

The standard k-e model, included as a point of reference, was 
solved in the same way, so that the differences between the 
results of the two-equation models are truly due to differences 
in the high Reynolds number formulation of the models and 
not due to differences in the grids and/or boundary conditions. 

The comparisons also include the author's k-w based shear-
stress transport (SST) eddy-viscosity model (Menter, 1993, 
1994b). This model was specifically developed for improved 
prediction of adverse pressure gradient flows. It is based on the 
assumption that in an adverse pressure gradient flow, the princi
pal turbulent shear stress obeys the same transport equation as 
the turbulent kinetic energy. Computations with this model have 
been reported by Menter (1993, 1994b) and Menter and Rum
sey (1994). 

In a study like this, it is very important to ensure that the 
models are implemented properly. AH in all, four different 
Reynolds averaged Navier-Stokes methods INS2D, INS3D, 
CFL3D and a research code developed by Huang and Coakley 
(1992) have been used for various cases in this comparison. In 
addition, an equilibrium boundary layer code, as well as three 
different (self-similar) free shear layer codes were employed. 
Furthermore, grid refinement studies were performed for all test 
cases. 

One-Equation Turbulence Model 

Spalart-Allmaras (SA) Model. The SA model solves one 
transport equation for the high Reynolds number eddy viscos
ity, P,\ 
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DP, ^ ~ .(t^X , ct,idv,dv, 

H - i f ((^,H-.)f^) (1) 
a oxj \ oxj, 

where d is the distance to the nearest surface. The eddy viscosity 
is given by: 

3 

1^, = I'Jvu U = ^ — — T ; X = — (2) 

With S being the absolute value of the vorticity, the production 
term reads: 

5 = 5 + ', fv2\ fv2 — 1 
X 

K'd'-'"" •'"' ~ 1 + x f v , 

The blending function/„ is defined as: 

(3) 

U = g 
1 + c^a 

g" + ct3 

g = r + CM{r^ - r); r = -~-
SK^d 

The coefficients are: 

(4) 

ct, = 0.1355, (7 = 1 ci,2 = 0.622, K = 0.41, c„2 = 0.3 

c„i = 2, c„i = 7.1, c„i = ^ - H —— (5) 
K a 

The wall boundary condition is v, = 0. In the freestream (in
flow) small values are specified for P, (compared to the molecu
lar viscosity). 

shear layer computations by Menter (1993) have shown that it 
does not have a significant impact on the results. It is therefore 
neglected. For the RNG k-e model, the diffusion coefficients 
are equal and the transformation is exact. The function Fi is a 
blending function that goes from one near the surface to zero 
away from the surface. The function Fi is also used to blend 
the constants of the standard Wilcox k-uj model with those of 
the transformed k-e model 

= F,< ,̂ + ( 1 - Fi)ct>2 (8) 

where <̂  stands for any constant of the two-layer model (e.g., 
y),4>] for the corresponding constant of the Wilcox k-ui model 
(e.g., 7i) and 4>2 for the corresponding k-e model constant (e.g., 
•y2). The transformed k-e model constants are: 

72 = Cci - 1; 02 = (c,2 - l ) c^ ; 

fi* = c,; * 1 
0-2 = — ; 

0"* 
0-2 = 

1 
- <7t 

(9) 

For the standard k-e model they are obtained from c^ = 0.09, 
Cji = 1.44, CJ2 = 1.92, CTj: = 1 and a^ = 1.17 (note that a value' 
of 1.17 is used for a^ instead of a^ = 1.3 in order to satisfy the 
logarithmic portion of the profile for K = 0.41.) The turbulent 
stress tensor is defined as: 

. / dUi dui 2 9M.. 
Tij = fl,\ + 

\ dxj dxi 3 dxt 

The eddy viscosity is computed from: 

A v, = ^ 
r 

6ij)--pk6ij (10) 

(11) 

The Two-Layer k-e Model. In the k-e 2L model the coef
ficients <̂2 are computed from the transformation of the coeffi
cients of the standard k-e model (see Eq. (9)) : 

Two-Equation Turbulence Models 

General Form. The two-equation models are based on a 
blending of the Wilcox k-cj model (Wilcox, 1993) in the 
sublayer with the corresponding k-e model for the rest of the 
flowfield. In order to arrive at a set of equations that can be 
blended, the k-e model is transformed to a k-uj formulation, 
introducing additional cross diffusion terms. The original k-ui 
model is then multiplied by a blending function Fj and the 
transformed k-e model by (1 — F,) and the corresponding equa
tions of each model are added together. The blending function 
is designed to be equal to one near the surface and zero away 
from the surface. This procedure allows all two-equation models 
to be solved with the same sublayer model and on the same 
grids, so that differences in the solutions are truly due to differ
ences in the high Reynolds number form of the equations. 

The general form of the equations is: 

DT oXj axj 

dk_ 

dxj 
(6) 

Dt 

_ Tij dU; 

V, dXj 

o 2 9 ( duj\ 

/ \ J I 

„ , 2(T2 Qk du) 
+ (1 - Fi)p—^ — - -

uj dxj axj 
(7) 

The last term in Eq. (7) is a result of the transformation of 
the k-e model to a fc-w formulation. In the case that the diffusion 
coefficients of the k- and the £-equations in the k-e model are 
not equal, an additional diffusion term appears in the w-equa-
tion. For the standard k-e model this term is small and free 

Pi = 0.09; at =1 .0 ; K = 0.41 

72 = 0.44; <T2 = 0.857; P2 = { Ji + 
CT2K 

p* 
P2 (12) 

The coefficients of the k-uj model have to be changed slightly 
in order to recover the correct C/-distribution for a flat plate 
boundary layer. 

5 
7i = 

0.09; erf = 0.5; K = 0.41; 

ff, = 0.4; ^, = U , + 
//? 

Pt (13) 

The eddy-viscosity is again computed from Eq. (11). The 
missing element is the blending function Fp For the k-e 2L 
model the blending function is built on two arguments, F , , r2 , 
which ensures that the switch between the models takes place 
just outside the viscous sublayer. 

The two arguments are: 

r, = 
500i^ 

r 2 = 
4pa2k 

y LO 

CD, 

y'CD,.^ 

2a2dk_ daj_ 

u dXj dXj 
(14) 

CDs_„ being the positive part of the cross-diffusion term al
ready computed in Eq. (7) and y being the distance to the 
closest surface. The blending function is computed from Fi and 
r2 as follows: 

F = m i n ( r , . Fa); F, = tanh (F") (15) 
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In the sublayer w varies like l/y^ (Wilcox, 1993) so that Fi 
is constant and Fi is equal to one. In the logarithmic layer F, 
is proportional to 61.5/y^ so that the function Fi changes from 
one to zero in the range of 50 < y* < 110. The argument F2 
comes into play only near the boundary-layer edge (where Fi 
can become large as w becomes small) and ensures that Ft does 
not jump back to one near the boundary-layer edge. 

The Two-Layer RNG k-e Model. The RNG model is 
solved in exactly the same way as the two-layer k-e model, 
except that the coefficients in the high Reynolds number portion 
of the equations are the exact transformation of the coefficients 
of the RNG k-e model. The coefficients of the RNG model are: 
c,i = 1.42 - / , , c,2 = 1.68, c^ = 0.085, CTI, = a, = 0.7179. The 
coefficient c^, in the RNG model is a function of 77 = Sk/e = 
S/uj/Cu 

Table 1 

fr, 

v[ 1 
•n 

4.38 
(16) 

1 + 0.015r?' 

The transformed coefficients are: 

^2* = 0.085; CT2* = 1.39; 

72 = 0 . 4 2 - / , ; 0-2=1.39; ^2 = 0.0578 (17) 

The blending function F, is the same as for the k-e 2L model 
and so are the coefficients for the near wall model (Eqs. (13, 
15)). 

The Shear Stress Transport (SST) Model. The SST 
model is an attempt to combine the best elements of existing 
eddy viscosity models. Like the k-e 2L model it is based on a 
blending of the k-ui model near walls with the standard k-e 
model away from the surface. However, unlike the previous 
two models, where the Wilcox model is only used in the 
sublayer, the SST model takes advantage of the Wilcox model's 
superior performance also in the logarithmic layer. The blending 
to the k-e model takes place in the wake portion of the boundary 
layer. In addition, the definition of the eddy viscosity is altered 
in order to account for the transport of the principal turbulent 
shear stress in adverse pressure gradient boundary layers. It is 
this last change that has greatly improved the models perfor
mance for strong adverse pressure gradient flows. The coeffi
cients for this model are: 

Flow k-e/SST RNG SA Experiment 

Far wake 
Mix. layer 
Plane jet 
Round jet 

0.256 
0.100 
0.102 
0.122 

0.308 
0.100 
0.142 
0.175 

0.339 
0.109 
0.143 
0.256 

0.365 
0.115 
0.100-0.110 
0.086-0.095 

was attributed by Menter (1993) to the definition of the eddy-
viscosity, Eq. (11). For boundary-layer flows, Eq. (11) is 
equivalent to the following relation between the principal turbu
lent shear stress —u'v' and the turbulent kinetic energy k: 

Production^ 

Dissipation;: 
ttik (21) 

with «! being Bradshaw's constant. Equation (21) is not sub
stantiated by experimental data. Instead, the experimental evi
dence suggest the relation: 

-u'v' = flifc (22) 

Equation (22) can be enforced in a boundary layer flow by 
redefining the eddy-viscosity as follows: 

i^i ^ ; n = 
fi 

du 

dy 
(23) 

In order to avoid the singular behavior for ft = 0, the SST 
model uses the following definition of the eddy-viscosity: 

V, = mm 
a[k 

ftF^ 
(24) 

The function F2 is a blending function that is equal to one 
inside boundary layers and goes to zero for free shear layers 
(where Eq. (22) is not valid): 

F = max (2-F3; F , ) ; F2 = tanh (F^) (25) 

Equation (24) ensures that Eq. (22) is satisfied for adverse 
pressure gradient flows, -u'v' therefore satisfies the same 
transport equation as the turbulent kinetic energy, giving the 
model it's name. In general flows, fi is replaced by the absolute 
value of the vorticity. 

r i 

Pt = 0.09; at = 0,85; K = 0.41; 

_ 5 

~ 9 
a, = 0.5; /?, = 7, 4-

Pf 
fit (18) 

Pt = 0.09; at = 1.0; K = 0.41 

y , = 0.44; 0-2 = 0.857; ^2 = | 72 + ^ )^2* (19) 
' 2 

The blending function is defined as: 

F = min (max (Fi, F3), F2); 

fk 
F i = t a n h ( F * ) ; F3 = 

Pfujy 
(20) 

It can easily be shown that F3 is equal to 2.5 in the log-layer 
(turbulent length scale divided by the distance to the surface). 
F | is therefore equal to one throughout the log-layer and goes 
to zero in the wake region of the boundary layer (due to the y-
dependency in the denominator of the arguments). 

Standard two-equation models fail to give accurate results 
for strong adverse pressure gradient flows. This shortcoming 

Results and Discussion 
Free Shear Layer Computations. Computations have 

been performed on the basis of the self-similar equations as 
given by Wilcox (1993) for a far wake, a mixing layer, a plane 
and a round jet (note that the factor 5^ for the round jet in 
Wilcox (1993) should be 2f/ instead of U). A comparison of 
the computed and the experimental spreading rates is given in 
Table 1. The SST model and the standard k-e model are identical 
for free shear layers. The experimental spreading rates are cited 
from Wilcox (1993). The performance of the k-e model is well 
known; it underpredicts the spreading rate of the far wake and 
somewhat overpredicts the spreading rates of the round jet. 
Note, however, that the far wake analysis is only valid in the 
asymptotic limit of small wake deficits. For the more important 
near wake, the k-e is known to give accurate results (Kline et 
al., 1981). The RNG and the SA models predict the far wake 
and the mixing layer with good overall accuracy, but signifi
cantly overpredict the plane and even more so the round jet. 

Boundary-Layer Computations. Flat-plate zero-pressure 
gradient boundary-layer computations have been performed 
with every code and turbulence model to assure that the model 
implementation is correct. Due to their calibration, all models 
give good results for this flow. The results are not shown here. 
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Self-Similar Boundary-Layer Flow. Self-similar bound
ary-layer solutions serve as a good first indication of how well 
a model will perform in more complex adverse pressure gradient 
flows. The equations for self-similar boundary-layer flows are 
given by Wilcox (1993). The resulting ordinary differential 
equations are solved with a ID code. Figure 1 shows results 
for the self similar adverse pressure gradient flow of Clauser 
(Kline e t a l , 1981). 

The k-t model and the RNG model both overpredict the wall-
shear stress significantly (40-50 percent) whereas the SA and 
the SST model give very accurate results for Cf. The SA model 
predicts a somewhat fuller velocity profile than the SST model. 
It is interesting to note that the RNG model and the fe-e model 
predict very similar velocity profiles. Note that the self-similar 
equations do not involve the transformation of the RNG model 
to a k-u) formulation and that the equations are solved with 
wall-function boundary conditions. However, a second compu
tation was performed with the RNG model in its fc-w formulation 
and the results were the same. 

Adverse Pressure Gradient Flow With Separation. The 
next flow is an adverse pressure gradient flow, developing in 
the axial direction of a circular cylinder (axisymmetric) 
(Driver, 1991). The pressure gradient is imposed on the cylin
der by diverging wind-tunnel walls. Computations were run 
with the INS2D code on a 90 X 90 and a 120 X 120 grid 
without changes in the plotted solution. Figures 2 and 3 show 
the wall pressure, c,,, and wall skin friction, C/, distributions, 
respectively. The suffix 2-L in the labels of the plots refers to 
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the fact that the models are solved in a two-layer approach, 
with the k-u) model used in the sublayer. Figure 4 shows the 
corresponding velocity profiles. 

As for the self-similar case, the RNG and the standard k-t 
model do not predict enough retardation. Note that the RNG 
model gives improved results compared to the standard fc-e 
model, due to the fact that in nonequilibrium flows the 77-depen-
dency of the coefficient Cd somewhat reduces the eddy-viscos
ity. However, the effect is not sufficient to cause separation and 
to reproduce the experimental data. Again, the SA model pre
dicts significantly better results than the /c-e and the RNG model, 
but gives slightly fuller velocity profiles than the experiments. 
The SST model is in very good agreement with the data as 
already reported in Menter (1994b). 

Figure 5 shows the turbulent shear-stresses profiles corre
sponding to the velocity profiles shown in Fig. 4. For separated 
flows, it is of great importance to predict the shear-stresses 
ahead of separation correctly. Note that the amount of separation 
that is predicted by the different models does correlate with 
their ability to predict the shear-stress at the first profile shown 
in Fig. 5. 

Backward Facing Step Flow. The backward facing step 
flow is one of the most widely used cases to evaluate the perfor
mance of turbulence models. In the present study, the flow as 
reported Driver and Seegmiller (1985) is computed. The grid 
consists of 120 X 120 grid points and grid independence has 
been confirmed on a 240 X 240 grid. The computations have 
been performed with the INS2D code. Figure 6 shows the com
puted wall shear stress distributions for the different models 
compared to the experiment. Good results have been reported 

i(«p) 

Fig. 4 Velocity profiles for Driver's case CSO at x / 0 = -0.091, 0.363, 
1.088,1.633,2.177 
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for the RNG model for a back-step flow by Yakhot and Smith 
(1992) and these findings are confirmed by Fig. 6. Note how
ever, that the specific C/-distribution is to some extent a result 
of the sublayer modeling involving the fc-w model. The k-e 
model predicts a somewhat too low reattachment length and the 
SA model seems to have too much backflow in the recirculation 
region and a slow recovery of the wall shear stress. The SST 
model gives very similar results to the RNG model, but a lower 
Cf in the recovery region. Figure 7 shows the velocity profiles 
for this flow. As expected from the C/-distribution, the SA 
model predicts too much back-flow in the recirculation region. 
All models fail to predict the correct recovery, and so does any 
other model the author has tested. The velocity profiles do not 
accelerate enough near the surface, not only for the back-step 
flow, but for all flows recovering from a separation. Note also 
that the SST and the RNG model do produce almost identical 
velocity profiles, despite the fact that the solutions for the ad
verse pressure gradient flows shown earlier were very different 
from one another. This demonstrates that the back-step flow 
alone, although it is an important test case, does not allow one 
to judge the quality of a turbulence model. Turbulence model 
testing has to involve a significant number of flows. 

NACA 4412 Airfoil at a = 13.87 Deg Angle of Attack. 
This experiment has been reported by Coles and Wadcock 
(1979). It is an incompressible airfoil flow at maximum lift 
condition and a chord Reynolds number of 1.52 X 10''. Transi
tion occurred within about 2 percent of chord for all models. 
Numerical tests have shown that the transition location has little 
influence on the predictions, as long as it is far enough upstream 

I 
\ 

Fig. 7 Velocity profiles for back-step flow at xlh = 2, 4, 6.5,8,14, 32 

to prevent laminar separation. Unlike earlier comparisons, the 
solid wind tunnel walls are included in the present computa
tions, via the Chimera capability of the INS2D code. The wind 
tunnel (background) grid consists of 101 X 101 points and the 
airfoil grid has 321 X 51 points. Grid independence was con
firmed by independently changing the background grid to 140 
X 140 and the airfoil grid to 431 X 81 points. Figure 8 shows 
the velocity profiles for this flow. In order to demonstrate that 
the two-layer treatment based on the k-u formulation does not 
negatively affect the predictions with the RNG model, the model 
was coded in its original k-e formulation and solved with wall 
function boundary conditions. To ensure that the first grid point 
off the surface was at a y^ = 30-40, 16 points were eliminated 
from the airfoil grid near the surface in the body normal direc
tion. The results of that computation are included in Fig. 8. As 
in the computation of Driver's adverse pressure gradient flow, 
it is apparent that the RNG model does not predict separation. 
The two different computations with the RNG model (with and 
without wall functions) give very similar results. Differences 
between the two solutions are most likely due to the inability 
of the wall function grid to resolve the boundary layer in the 
leading edge region of the airfoil. Both computations do not 
predict the retardation of the flow due to the pressure gradient. 
The SA model gives significantly better results than the RNG 
and the k-e model, but again does not give quite enough separa
tion. The results for the SST model show the best agreement 
with the experiment. 

Transonic Bump Flow. The following results are for the 
transonic bump flow experiment as reported by Bachalo and 
Johnson (1979). The computations have been performed with 
the CFL3D code of the NASA Langley Research center. G. P. 
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Huang of the Eloret Institute was kind enough to recompute 
the flow with his code using the RNG model in a k-e formulation 
with wall function boundary conditions. Figure 9 shows the 
wall pressure distribution for a Mach number of M = 0.875. 
Both codes predict the same shock location for the RNG model. 
In the separated region downstream of the shock, differences 
between integration to the surface and wall function boundary 
conditions have to be expected. The k-e model predicts a shock 
location significantly too far downstream. The SA and the RNG 
models are in better agreement with the data but predict shock 
locations still downstream of the experimental shock position. 
Again the SST model gives the best agreement with the experi
ments. The RNG model performs better in this flow compared 
to incompressible flows due to the increase in 77 as a result of 
the shock wave. 

Conclusions 
Four turbulence models have been tested against a variety of 

test cases. All computations have been performed with identical 
grids and boundary conditions using state-of-the-art computer 
codes. Grid refinement tests were performed for all flows. It was 
found that the RNG k-e model does not significantly improve on 
the predictions of adverse pressure gradient flows, compared to 
the standard k-e model. The SST model gave the best agreement 
for the adverse pressure gradient cases, due to its calibration 
for these flows. The SA model gives significantly better results 
than the k-e model but tends to somewhat underpredict separa

tion. All models failed to predict the flow recovery for the back-
step flow. 
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Low Pressure Differential 
Discharge Cliaracteristics of 
Saturated Liquids Passing 
Through Orifices 
An experimental investigation has been performed to determine the effect of variation 
in the length-to-diameter ratios on the discharge characteristics of saturated liquids 
passing through square edge orifices subjected to low pressure differentials. Experi
ments were performed to confirm reported results for sharp edge orifices and for 
round edge orifices with appreciable ratios of inlet corner radius to orifice diameter. 

Introduction 

A sizable quantity of information is available in the literature 
about flow of a saturated liquid through an orifice. Most of 
these studies, however, involve relatively large differences in 
pressure across the orifice (e.g.. Fox and Stark, 1989; Numachi 
et al., 1960). Certain applications, such as designing multi
stage-flash desalination systems, require accurate knowledge of 
the flow rate of saturated liquids through an orifice that will 
result from relatively low differential pressures. Unfortunately, 
most of the information available in the literature is either for 
large AP or is presented qualitatively. Consequently, there is 
no comprehensive technique available for calculating the flow 
characteristics associated with small differential pressures for 
saturated liquid passing through an orifice of arbitrary geometry. 

When a saturated liquid passes through an orifice, the pres
sure drops faster than the evaporation process can take place, 
leading to a metastable state as defined by Carey (1992), and 
exits the orifice with a certain amount of superheating. The rate 
of evaporation is dictated by the kinetics of the phase change 
process, and based on the observations described in the literature 
(e.g., Danforth, 1941; Uchida and Nairai, 1966), the resulting 
evaporation of the liquid passing through the orifice is too slow 
to maintain complete local thermodynamic equilibrium. The 
resulting degree of liquid superheat at the orifice exit is reported 
to be primarily a function of the orifice geometry. Saturated 
liquid flow characteristics of three commonly encountered ge
ometries (depicted in Fig. 1 for sharp, square, and round edge 
inlets) are discussed below in comparison to the flow of a 
subcooled liquid. In both cases (saturated and subcooled), the 
flows are characterized by a discharge coefficient defined as. 

C,= 
^2pAP 

where m" is the average mass flux through the orifice and AP 
is the pressure difference across the orifice plate. 

Sharp Edge Orifice. The flow of a saturated liquid through 
a sharp edge orifice is reported to be unaffected by the state of 
the liquid. If the fluid enters the sharp edge inlet as either a 
saturated or superheated liquid, it will behave as if it were 
subcooled. This behavior is widely reported in the literature as 
evidenced by this partial list of relevant papers: Benjamin and 
Miller (1941), Uchida and Nariai (1966), Numachi et al. 
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(1960), Behbahani et al. (1989), and Monroe (1956). No lim
its were reported for complete metastability (i.e., no effects due 
to vaporization) of a liquid passing through a sharp edge orifice 
issuing into either liquid or gaseous downstream regions. 

Square Edge Orifices. A certain degree of metastability is 
also observed for flow through square edge orifices, but in this 
case, the characteristics of the flow are reported to be affected 
by vapor formation within the length of the orifice. The flow 
characteristics have been found to be a function of L/d and the 
state (gas or liquid) of the downstream region. If L/d S 1 then, 
a cold liquid entering a square edge orifice will separate from 
the orifice wall at the inlet corner and will never reattach (Licht-
arowicz et al , 1965). This same behavior is observed for a 
saturated liquid passing through an orifice for L/d S 3 (Uchida 
et al., 1966 and Bailey, 1951). However, unlike with a sub
cooled hquid, it is reported that the discharge coefficient for 
saturated liquid remains constant when L/d is increased from 
0 to 3 as is depicted in Fig. 2 for the flow of subcooled liquid. 
This implies that the discharge coefficient should approach that 
of a sharp edge orifice. Uchida et al. (1966), Bailey (1951), 
Behbahani et al. (1989), and Romig et al. (1966) all report 
that short square edge orifices with saturated liquid behave the 
same as if the inlet were sharp. These studies mostly involved 
relatively large pressure differentials except for Bailey (1951) 
who gives low pressure differential results for a limited range 
of L/d. 

For 3 S L/d S 12, the difference between cold and saturated 
flow patterns become more pronounced. Lichtarowicz et al. 
(1965) demonstrates that a cold liquid will reattach to the orifice 
wall downstream of the vena contracta for L/d S: 1 independent 
of the downstream conditions. Bailey (1951) observed, how
ever, that a liquid near the saturation point flowing through a 
square edge orifice may or may not reattach. If the two phase 
jet issues into a liquid region, then the flow will sometimes 
reattach, but if it issues into a vapor region the flow is likely 
to remain unattached. Assuming the flow never reattaches, then 
the discharge coefficient is observed to be similar to that of the 
sharp edge orifice. This behavior is demonstrated by Uchida et 
al. (1966) for L/d < 10 and by Behbahani et al. (1989) and 
Bailey (1951) for L/d = 10.2 and 9.9, respectively. 

If L/d <: 12 for a square edge orifice, Uchida et al. (1966) 
observes that vaporization reduces the flow rate dramatically, 
and that the fluid is likely to exit as a two phase froth. As L/d 
increases beyond 12 then vaporization causes the total flow 
rate to decline and the total pressure drop to increase, and the 
discharge coefficient declines rapidly with increasing L/d for 
saturated liquid flow. 
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Round Edge Orifice. Rounding the inlet edge has the effect 
of delaying the separation of the incoming fluid from the orifice 
wall. This result has two subsequent effects. First, the flow 
contracts to a lesser extent (or not at all) as it passes through 
the orifice (C^ = AJ/AQ approaches unity). And second, a satu
rated liquid remains in a metastable state for a greater distance 
into the orifice. Hence, the effects of vaporization are reduced. 
Danforth (1941) studied the flow of saturated liquid through 
orifices with rounded inlets {rid = 1.5). The discharge coeffi
cients measured for the flow of cold liquid were close to unity 
for the orifices used in Danforth's work ( Q «* C « 1), i.e., 
the cold liquid flow did not separate from the orifice wall due 
to a large degree of rounding of the inlet edge. The small differ
ence from unity was probably caused by loses due to friction 
through the finite length of the orifice {Lid ^ 2) . Saturated 
liquid was found to have the same flow characteristics as the 
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Fig. 3 Experimental apparatus 

subcooled liquid (C^ « 1) provided that the overall pressure 
drop was not too great. 

The work presented below is an experimental investigation of 
the flow characteristics associated with relatively low pressure 
differentials for saturated water passing through an orifice. Ex
periments were performed to determine the effect of a variation 
of Lid for saturated water passing through a square edge orifice, 
and to confirm the expected results for sharp edge orifices and 
round edge orifices with appreciable values of rid. Note, a more 
comprehensive presentation of saturated liquid orifice flows can 
be found in Rohloff (1995). 

Experimental Apparatus and Procedure 
The apparatus used in this study, depicted in Fig. 3, was 

designed to operate over a saturation temperature range of 50°C 
to 105°C, with flow rates ranging from 3.2 X 10^' mVs to 1.9 
X 10^'' m^/s. During operation, the height of the saturated water 
in the entrance chamber is manually controlled by adjusting the 
control valve and is measured using the liquid level tube, APi, 
mounted on the side of the entrance chamber. It is important 
to note here that the water near the top of the chamber is 
saturated at pressure P^, and that as the pressure increases due 
to hydrostatic head between the liquid-vapor interface and the 
orifice plate, the constant temperature liquid becomes sub-
cooled. The effect of this subcooling on the performance of the 
orifice plate is measured by simply varying the liquid head. The 
difference in pressure between the flashing chamber and the 
entrance chamber, AP/, is measured using a water manometer 
connected between the two. The total pressure drop across the 
orifice plate is then the sum of APi and AP/. 

Measurements taken for each data point include system tem
peratures, the pressure in the entrance chamber, the brine flow 
rate, the liquid head APi, and the flash chamber/entrance cham
ber pressure differential. The system pressure was recorded for 
the purpose of ensuring that the system was indeed at the satura
tion state. The orifice geometries used for both saturated water 
and cold water measurements are: 

Sharp E d g e -
Square Edge-

d = 3.87 mm 
-d = 5.64 mm. L = 12.19, 9.65, 7.11, 

2.03 mm 
4.57, 

N o m e n c l a t u r e 

Ao = area of the orifice cross section (m^) 
Aj = area of the fluid jet cross section 

Cc — contraction coefficient 
Crf = discharge coefficient 
d = orifice diameter (m) 

dP, 

dP 

= pressure differential between up
stream and downstream vapor 
spaces (Pa) 

= liquid head above the orifice (Pa) 
g = coefficient of gravity (m/s^) 
L = length of the orifice bore (m) 
m = mass flow rate (kg/s) 

rh" = mass flux (kg/m^- s) 

P = fluid pressure (Pa) 
r = radius of curvature of the inlet 

edge of the orifice (m) 
RCrf = Reynolds number {pU„dlfj,) 

T = temperature (K) 
fj, = dynamic viscosity (N • s/m^) 
p = fluid density (kg/m^) 
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Fig. 4 Sharp edge and square edge orifice results (P = ± 7 percent and B = - 1 4 percent as defined in the Appendix) 

Square Edge—rf = 3.81 mm, L = 12.45, 2.54 mm 
Round Edge—d = 5.11 mm, r = 4.2 mm, 

L = 12.70, 6.35 mm 

Results and Discussion 
The data obtained for each orifice geometry consisted of 

pressure differentials, flow rates and fluid temperatures. These 
were used to calculate the discharge coefficient for both cold 
and saturated water as a function of the Reynolds number. An 
analysis of the errors inherent in the experimental measurements 
is given in the Appendix. The discharge coefficient given as a 
function of the Reynolds number is graphed for each orifice 
configuration in Figs. 4 and 5. 

Cd 

SaUatsd Cold Saiiroted Cold 
[ L»e.J5mmL«6.3SmmL«t2i["i>L=12Jmm 6 J5mm L«6.3Smm L«12^0im L=12 

' 0 10,000 20,000 30,000 40,000 SO.OOO 60.000 70.000 
Re 

Fig. 5 Round edge orifice results ( P = ± 7 percent and B = - 1 4 percent 

as defined In the appendix) 

Sharp Edge and Square Edge Results. The results for the 
sharp edge orifice, given in Fig. 4(a), show that the discharge 
coefficient for this geometry is independent of Reynolds number 
over the observed range for both cold and saturated water. The 
discharge coefficient was also found to be fairly independent 
of the state of the liquid (Q.^ou ==! Crf,,a,„„ted). The differences 
between the average values of Q^oid and Q.̂ aturateu were less 
than 3 percent, which is approximately equal to the standard 
deviation of the sharp edge orifice results reported in the Appen
dix. 

The results for square edge orifices are given in Figs. 4(b) 
through 4 (/?). For saturated water, the discharge coefficient was 
found to be relatively independent of both Re^ and L/d, and 
was found to have an average value of Q.squarc = 0.75. However, 
a significant difference, greater than the maximum standard 
deviation (ffmax = 4 percent), was observed between the flow 
characteristics of the two states. Under certain circumstances 
with cold water, the discharge coefficient was found to be a 
function of Re^. The decreasing trend of C^ with increasing Re^ 
in Fig. 4(b) might have been expected from the results of 
Lichtarowicz et al. (1965) in which it is shown that for L/rf S 
1, Cd increases with Re^ until it reaches a maximum before 
dropping quickly down to a constant value independent of Re,,. 

The average value of Qeou (Q^oid « 0.88) was observed to 
be considerably larger than the saturated water value for length 
to diameter ratios greater than L/d ^̂  1. As L/d was decreased 
below L/d <^ 1, the value of the discharge coefficient decreased 
until QcoM i^ Qsa,„„,ed. A graph of Cj as a function of L/d is 
given in Fig. 6 for both cold and saturated water. 
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Fig. 6 Square edge orifice discliarge coefficients 

Uchida et al. (1966) reports that saturated liquid passing 
through short square edge orifices {Lid < 12) behaves approxi
mately the same as if the orifices were sharp edged. This behav
ior was not observed in the data presented here as is evidenced 
in Fig. 6. Instead, the saturated liquid flows were observed to 
behave in a somewhat metastable manner up to a value of Lid 
in the range of 0.7 to 0.8. In each case for Lid < 0.7, Qcou 
was slightly greater than Qsat; and it is postulated that vapor 
generation at the inlet edge may be playing a role. 

At first inspection, it may seem that it is possible that the 
metastable behavior in short orifices is caused by the small 
degree of subcooling which results from the liquid head above 
the orifice. In other words, the increased pressure due to hydro
static head of the constant temperature liquid would cause the 
water entering the orifice to be slightly subcooled, and vapor 
formation would subsequently start at a point further along the 
length of the orifice then if the liquid were saturated as it en
tered. However, this theory can be discounted by considering 
that a very wide range of liquid heads was used in obtaining 
the data, and no trend was found to suggest that the subsequent 
liquid subcooling was at all important. 

In summary, the flow of saturated water through square edge 
orifices exhibits the same behavior as cold water up to a critical 
value of Lid «* 0.7. Beyond this critical value, the discharge 
coefficient becomes fairly constant with Lid for values of Lid 
< 3. This level region is similar to the behavior described in 
the literature, but it occurs at a value of the discharge coefficient 
greater than that observed for sharp edge orifices. Following 
the discussions presented in the literature, Q should remain 
relatively constant up to Lid « 12. Beyond this point, the 
discharge coefficient should decrease. A more detailed graph 
of Q vs. Lid for saturated water up to values of Lid > 12 
would be very informative and would continue the development 
a comprehensive approach to calculating discharge coefficients. 

Round Edge Orifice Results. The results obtained for the 
round edge orifices (rid = .82) are given in Fig. 5. Once 
again, the discharge coefficient was found to be independent of 
Reynolds number for both cold and saturated water, and was 
found to be slightly dependent on the state of the liquid ( QCOM 
< .̂saturated by Icss than 5 percent, while the standard deviations 
ranged from 0.5 to only 4 percent). The cold water discharge 
coefficients were found to be lower than those for saturated 
water by a couple percent on average. This implies that the 
saturated liquid passes more freely through the orifice than cold 
water (i.e., Q.sat is closer to unity). From this it can be deduced 
that vaporization is not taking place within the round edge 
orifice. If it were, the vapor inside the orifice would reduce the 
available liquid flow area, and the flow would be more restricted 
(Qcoid would be greater than Crf,sat). Since this is not the case, 
it can be concluded that the saturated liquid passing through 
the round edge orifice is completely metastable, within the pas
sage. This conclusion agrees well with the results of Danforth 
(1941) for round edge orifices with rid = 1.5. 

Observations. A metastable behavior was observed for 
cold water tests with Lid = 0.811 (Fig. 4(d)). Two distinct 
levels of the liquid head were found to be stable for some of 
the flow rates. The greater liquid head was not recorded, but it 
was very close to the two phase results given in Fig. 4(d). 
It was possible to knock the system out of the steady state 
corresponding to the greater liquid head by using the vacuum 
pump to decrease the pressure downstream of the orifice plate. 
Once the system was in the lower liquid head state, it would 
not revert back to the greater one. 

Partial reattachment of liquid jets may be important for inter
mediate values of Lid. Fox et al. (1989) observed that com
pletely detached jets passing through square edge orifice are 
unstable for certain intermediate values of Lid and will tend to 
partially reattach along the edge of the orifice. If the length of 
the orifice is reduced below some critical value, the jet will 
remain detached along the entire bore independent of the state 
of the system. In between these two flow regimes, there should 
exist values of Lid for which either stable flow pattern might 
be observed. In other words, for a certain range of values of LI 
d both detached and partially attached flow patterns should be 
possible depending on the state of the system. This theory is 
supported by the above observations. The jump from the greater 
liquid head state to the lesser liquid head state described in the 
observations can be explained as a shift from partially attached 
flow to completely detached flow. The flow regimes for square 
edge orifices with Lid < 3 can therefore be divided into the 
three sections described above. 

Recommendations for Calculating C^^,,. Evidence sug
gests that discharge coefficients for saturated water can be esti
mated with the cold liquid correlations for sharp edge orifices, 
round edge orifices with rid > 0.5, and square edge orifices 
with Lid < 0.7. The performance of square edge orifices with 
0.7 < Lid < 12 can be approximated with Cj evaluated at Lid 
= 0.7. This procedure for calculating saturated liquid discharge 
coefficients is summarized by the following: 

Saturated Liquid Discharge Coefficient. 

Sharp Edge Orifice: C,,.,„ = QCOM ^̂^ 0.6 
Square Edge Orifice: 

Ca,,ALId) = C„,cM(Lld) for Lid S 0.7 
C,,,,,(Lld) = C,,,ou(@Lld = 0.7) for Lid > 0.7 

Round Edge Orifice: Qsat = Qcou for rid S 0.5. 

An example application of these recommendations is demon
strated using the cold liquid procedures outlined in McGreehan 
et al. (1988). The results of these calculations are graphed in 
Fig. 7. Note that saturation curves were only drawn for rid = 
0.0 and rid a 0.5. The cold water curves for 0.0 < rid < 0.5 
were included to demonstrate the behavior of cold liquid in this 
region. It is theorized that the associated saturation curves in 

Fig. 7 Cold liquid discharge coefficients evaluated using the procedure 
outlined in McGreehan et al. (1988) compared to recommended satu
rated liquid procedure 
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this region will follow the subcooled curves up to greater values 
of Lid as rid is increased from 0.0 to 0.5. Beyond this value 
of rid the curves are nearly identical for the region of interest 
{Lld< 12). 
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A P P E N D I X 
The discharge coefficient is presented in this study as a func

tion of Reynolds number. Both of these parameters are found 
to be functions of the experimentally measured values such that 

R e . ~ ^ mp 
dfjL 

Q 
d\APf+ APi) 1/2 • 

The maximum fractional error of each of these quantities is 
then given by 

SRe^ _ 5p_ Sf£ 6m Sd 
RCrf p fj, rh d ' 

6£d^6m ^6d 1 6(AP/+ Af,) 
Cu til d 2 (APf+ AP,) 

The maximum fractional error is calculated here instead of the 
more commonly used quadratic value so that an upper bound 
on the expected error can be obtained. 

Several problems were encountered with the turbine flow 
meter during the experimental measurements. The accuracy of 
the flow measurements are therefore not expected to be better 
than ±6 X 10~* m'/s. The differential pressure between the 
entrance chamber and the flashing chamber exhibited relatively 

large fluctuations during operation. These fluctuations were 
characteristic of the experimental set-up and could not be cor
rected without major alterations. The accuracy of these measure
ments are estimated to be in the range of ± 1 cm. The total error 
in the pressure differential is then estimated to be approximately 
±1.5 cm. The accuracy of the diameter measurement is esti
mated at about ±0.1 percent, and the properties are considered 
known to an accuracy of Sp = 0.5 kg/m^ and 6p, = 2.5 X 10̂ "̂  
N-s/m^ 

These estimates of the experimental error are applied with 
the experimental measurements in the overall fractional error 
relations given above. The results of these calculations are sum
marized by 

6 Re^/Rej SCJC, 

Average 
Maximum 

0.056 
0.123 

0.074 
0.152 

The estimated precision for the discharge coefficient is found 
to be as large as 15 percent for some of the measurements. The 
average value of the expected precision of Q is taken to be P 
= 7 percent. 

Standard Deviation. The standard deviation was calcu
lated for each set of data as a measure of the precision of the 
experimental results. The standard deviation is defined as 

N - 1 

where Q is the average value of C^ for the data set, and N is 
the number of data points in the set. The results of these calcula
tions, presented below, show that the standard deviation ranged 
from 0.5 to 4.5 percent. This is well within the average expected 
precision of approximately 7 percent. 

Saturated Water 

Inlet Geom. 

sharp 
square 

round 

Inlet 
Geom. 

sharp 
square 

round 

L (mm) 

0.0 
12.19 
9.65 
7.11 
4.57 
2.03 

12.45 
2.54 

12.7 
6.35 

L (mm) 

0.0 
12.19 
9.65 
7.11 
4.57 
2.03 

12.45 
2.54 

12.7 
6.35 

d (mm) 

3.87 
5.64 
5.64 
5.64 
5.64 
5.64 
3.81 
3.81 
5.11 
5.11 

r (mm) 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
4.2 
4.2 

Cold Water 

d (mm) 

3.87 
5.64 
5.64 
5.64 
5.64 
5.64 
3.81 
3.81 
5.11 
5.11 

r (mm) 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
4.2 
4.2 

c. 
.685 
.729 
.750 
.758 
.752 
.729 
.774 
.790 

1.052 
1.017 

Q 

.708 

.900 

.860 

.850 

.880 

.761 

.888 

.820 
1.012 
.974 

a 

.018 

.024 

.004 

.006 

.009 

.011 

.019 

.015 

.016 

.016 

a 

.019 

.014 

.006 

.007 

.023 

.034 

.039 

.013 

.004 

.023 

CJa 

.027 

.033 

.005 

.008 

.012 

.015 

.025 

.019 

.015 

.016 

CJa 

.027 

.016 

.007 

.008 

.026 

.045 

.043 

.016 

.004 

.023 

Fixed Error. Despite concentrated efforts to prevent sys
tematic measurement errors, the experimental results were con
sistently higher than expected. A very large database exists in 
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the literature describing the discharge characteristics of cold The total uncertainty is calculated from the experimental 
incompressible liquids through sharp edge orifices. Given these precision and fixed errors b y [ / = ( P ^ + S^)"^= 16 percent, 
conditions, it is generally accepted that Q i= 0.6. However, This is a large value for the total uncertainty in the discharge 
Fig. 4(a) shows that the experimental results obtained here coefficient, but it is important to note that both magnitude 
were consistently 14 percent higher than the expected value. It and direction of the fixed errors are known so that val-
is therefore assumed that fixed errors for all of the data presented ues greater than the experimental values need not be con-
here are at least equal to this value, i.e., B = 14 percent. sidered. 
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An Experimental Study of 
Swirling Flow Pneumatic 
Conveying System in a 
Horizontal Pipeline 
In order to reduce power consumption, pipe wear and particle degradation in pneu
matic conveying system, a swirling flow pneumatic conveying (SFPC) system is 
proposed in this paper, and an experimental study focuses on the SFPC system in a 
horizontal pipeline in terms of the overall pressure drop, solid flow patterns, power 
consumption and the additional pressure drop. Polystyrene, polyethylene, and polyvi
nyl pellets with mean diameters of 1.7, 3.1, and 4.3 mm, respectively, were transported 
as test particles in a horizontal pipeline of 13 m length and 80 mm inside diameter. 
The initial swirl number was varied from 0.58 to 1.12, the mean air velocity from 9 
mJs to 24 m/s, and the solid mass flow rate from 0.43 kg/s to 1.17 kg/s. It is found 
that in the lower gas velocity range, the pressure drop, the power consumption and 
additional pressure drop for SFPC were lower than those for axial flow pneumatic 
conveying. The critical and minimum air velocities were decreased by SFPC, the 
maximum reduction rates being 13 and 17 percent, respectively. The fluctuation of 
wall static pressure for SFPC was also decreased. 

Introduction 

Pneumatic conveying, which uses air to transport particles 
through a pipeline, has been successfully used for many years 
in the chemical and industrial processes, such as catalytic crack
ing in the petroleum industry and the production of synthetic 
fuels from coal in energy conversion systems. The application 
also extends to drying and transport of grains and other solid 
materials. Until recently, the solids were nearly always trans
ported in form of a suspension. However, the major disadvan
tage of pneumatic conveying has been high cost of power con
sumption, pipe wear and particle degradation. To solve these 
problems, low velocity and dense-phase pneumatic conveying 
have been used recently. Unfortunately, this conveying mode 
can cause blockage and unstable flow, and high costs. 

To reduce power consumption, blockage, particle degradation 
and pipe wear, a new method in which a swirling flow is used in 
a pneumatic conveying system, called swirling flow pneumatic 
conveying (SFPC) system, is proposed in this paper. An experi
mental study focuses on a SFPC system in a horizontal pipeline 
in terms of the overall pressure drop, solid flow patterns, power 
consumption, and the additional pressure drop. 

Background of the Research 

It is well-known that wear of the pipe wall and attrition of 
the product in pneumatic conveying increase with the second 
to sixth power of air velocity, and a lower air velocity produces a 
reduction of investment costs. Because conventional pneumatic 
conveying, which is called axial flow pneumatic conveying 
(AFPC) here, has only an axial velocity component of air, the 
suspended force acting on particles is too small in a horizontal 
pipeline. Therefore air velocity cannot be lowered below a cer
tain value since a minimum velocity must be maintained for a 
safe operation of pneumatic conveying system. To avoid deposi-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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July 18, 1995; revised manuscript received March 14. Associate Technical Editor; 
M. W. Reeks. 

tion of particles in the pipeline, a higher air velocity is required, 
but this increases the power consumption, attrition and wear, 
and the efficiency is low. 

One of the main factors influencing pneumatic conveying is 
the carrying medium. The factor that governs the various flow 
phases in gas-solids mixture is the kinetic energy distribution 
of air along the pipeline. For pneumatic conveying, a large 
kinetic energy of air is required to accelerate particles to termi
nal velocity in an acceleration region, and less kinetic energy 
of air is require to replenish the lost kinetic energy of particles 
as a results of impact and friction in a remaining region. On 
the other hand, for long conveying distance, i.e., for relatively 
high pressure drop, because of air expansion the air velocity 
increases downstream and the air kinetic energy of AFPC along 
conveying pipe increases. Therefore, deposits are apt to form 
in the acceleration region as the air velocity is lower. Thus the 
optimum distribution of air kinetic energy along the pipeline is 
a large kinetic energy in the acceleration region, and less kinetic 
energy in the remaining region. 

Swirling flow has been widely applied in various fields of 
industry, since it has a large energy. From the mean kinetic 
energy distribution of air along the axial direction in a long 
pipe (Li and Tomita, 1994), it is found that swirling flow has 
a large mean kinetic energy at the inlet, and the kinetic energy 
decreases along the axial direction. This shows the possibihty 
of applying swirling flow to pneumatic conveying. 

When applying a swirling flow to pneumatic conveying, it is 
of decisive importance to select a swirler having small pressure 
drop. In the present study a swirling flow is generated at the 
conveying pipeline inlet by a vaned swirler with various vane 
angles. To express the swirl intensity, the swirl number S is 
used as an important similarity parameter of swirling flow, and 
is defined as follows. 

S = 
J' 2-Kpi, uwr dr 

(1) 
l-Kp^R I u^rdr 

Jo 

where u and w are the axial and tangential velocities, respec 
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Cyclone separator-:a 
Solids feed tank.^ 

Ball valve. 
Orific^ meter 

^Return pipe 

Pressure gauge 
Conveying pipe 

^ 
Stabilizer pipe Swirier 

?n?rK,| 
-Separator 

-Solids receiver 

Fig. 1 Experimental equipment 

Table 1 Properties and dimensions for 

Particle 

Polystyrene 
Polyethylene 
Polyvinyl 

Shape 

Spherical 
Cylindrical 
Discal 

Average 
diameter 

(mm) 

1.65 
3.13 
4.26 

conveyed particles 

Density 
(kg/m^) 

976 
946 

1419 

Floating 
velocity 

(m/s) 

5.90 
7.20 
8.24 

Table 2 Locations of wall 
inlet of conveying pipe 

Wall 
pressures 

Locations 
(mm) 

Pi 

stabilizer pipe 

pressure measurement from the 

Pi Pi P, Ps 

20 2020 6020 12520 

tively, R is the pipe radius, and p„ is the air density. The swirl 
number expresses a ratio of the angular momentum flux to the 
product of the pipe radius and axial momentum flux. 

Experimental Apparatus and Procedure 
The experimental facility for the present study is of the posi

tive pressure type and is shown schematically in Fig. 1. Air 
from a blower flows through the calibrated nozzle and the vaned 
swirler in the stabilizer pipe, and picks up the solid materials 
fed by gravity from the feed tank at the inlet of conveying 
pipeline. Then, the solids-air mixture enters the conveying pipe
line and at the pipeline exit the solids are separated from the 
solids-air mixture by the separator. The conveying pipeline con
sisted of a horizontal smooth acrylic tube of 80 mm inside 
diameter and about 13 m length. 

Three types of solids were conveyed: polystyrene, polyethyl
ene and polyvinyl pellets, and their properties and dimensions 
are given in Table 1. 

The air flow rate was measured by the orifice meter. The 
pressure distribution along the pipeline was measured at 4 loca
tions with semiconductor pressure transducers (Table 2) , and 

the solids mass flow rate was measured by a load cell. Three 
vaned swirlers of different initial swirl number So which were 
measured at the inlet of conveying pipeline by Li and Tomita 
(1994) are used. 

The mean air velocity t/„ is from 9 m/s to 24 m/s and the 
solid mass flow rate G, from 0.43 kg/s to 1.17 kg/s. The initial 
swirl number SQ was varied from 0.58 to 1.12. 

For the estimated average uncertainty of the present experi
ment, the total pressure drop is ±11.59 percent, the mean air 
velocity is ±8.1 percent, and the solids mass flow rate is ±6.04 
percent. 

Results and Discussion 

Total Pressure Drop. To compare with an AFPC system, 
the pressure drop due to the vaned swirler must be included in 
the total pressure drop of the SFPC system. Here the total pres
sure drop Ap, between the stabilizer pipe and the exit of con
veying pipe are considered. For steady state flow, Ap, can be 
calculated as follows: 

Ap, = Ap, - - p„ Ui (2) 

where Ap,, is the waU static pressure of stabilizer pipe before 
the vaned swirler, D and Do are the diameters of pipeline and 
stabilizer pipe, respectively. 

Figure 2 shows graphs of the pressure drop versus the air 
velocity with the solids mass flow rate as a parameter for poly
ethylene pellets. According to the initial swirl number So, three 
SFPC are defined, which are called swirl 1 flow (So = 0.58), 
swiri2 flow (So = 0.94) and swiri3 flow (So = 1.12), respec
tively. The air velocity, at the minimum total pressure drop is 
defined as the minimum velocity or saltation velocity, and the 
air velocity when a strongly fluctuating pressure drop of plug-
flow type occurs is called the critical velocity. The two veloci
ties are of particular importance in the design of solid-gas con
veying systems. 

Comparing between SFPC and AFPC in Fig. 2, at a high air 
velocity, the pressure drop of SFPC is higher than that of AFPC. 

N o m e n c l a t u r e 

D = conveying pipe diameter 
Do = stabilizer pipe diameter 
E = power consumption coefficient 

G, = mass flow rate of solids ' 
g = gravity acceleration 
L = length of conveying pipe 

m, = solids/air mass flow rate ratio 
p„ = wall static pressure 
Qa = volumetric flow rate of air 

R = conveying pipe radius 
r = radial coordinate 
S = swirl number 

So = initial swirl number 
Ua = mean air velocity 
Ucr — critical velocity 

[/niin = minimum velocity 
M, w = components of air velocity 

Ap„ = pressure drop by air only 
Apj = wall static pressure of stabilizer 

pipe 
Ap, = total pressure drop 
Ap; = additional pressure drop due to 

solids 
Xj = additional pressure drop coeffi

cient due to solids 
pa = air density 
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Fig. 2(a) Comparison of SFPC (So = 0.58) and AFPC (So = 0) total 
pressure drop for conveyed polyethylene pellets (Uncertainty in Ap, = 
±11.59 percent, In U, = ±8.1 percent, in Q, = ±6.04 percent) 
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Fig. 2(b) Comparison of SFPC (So = 0.94) and AFPC (So = 0) total 
pressure drop for conveyed polyethylene pellets (Uncertainty In Ap, = 
±11.59 percent, in U, = ±8.1 percent, in G, = ±8.04 percent) 
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Fig, 2(c) Comparison of SFPC (So = 1.12) and AFPC (So = 0) total 
pressure drop for conveyed polyethylene pellets (Uncertainty in Ap, = 
±11.59 percent, in U, = ±8.1 percent, in G, = ±6.04 percent) 

However, below and near the minimum velocity of SFPC, the 
pressure drop becomes lower than that of AFPC. For small G„ 
using a weak swirling flow can reduce the pressure drop, and 
a strong swirling flow can reduce the pressure drop for large 
G, flow. 

20 

— I — r — I — I — I — 
So / Particle 

Polystyrene pellet 
Polyethylene pellet-
Polyvinyl pellet 

0.4 0.6 0.8 1 1,2 
Solids flow rate Gs(kg/s) 

1,4 

Fig. 3 Minimum velocity of swirling flow pneumatic conveying (Uncer
tainty in l/„|„ = ±8.1 percent, in Gs = ±6.04 percent) 

The relation which shows the minimum velocity versus the 
solids flow rate with the initial swirl number and the solids as 
parameters is illustrated in Fig. 3. Using SFPC, the minimum 
velocity can be reduced 7.5-17 percent, and with increasing 
initial swirl number, the minimum velocity decreases. For con
veying particles having large floating velocity, the reduction 
rate is apparently large. 

Figure 4 shows the critical velocity versus the initial swirl 
number with the solids flow as a parameter. As the initial swirl 
intensity increases, the critical velocity decreases, and the maxi
mum reduction rate for swirling flow is 13 percent over the 
swirl number range considered here. For conveying particles 
having a large floating velocity, the swirling flow is the most 
effective. 

Flow Pattern. In order to analyze the flow mechanism 
of SFPC, the flow patterns of polyethylene particles in the 
neighborhood of the feeder are visualized on the basis of the 
photographs. 

Axial Flow Pneumatic Conveying. The flow patterns of sol
ids are illustrated in Fig. 5 where the mass flow rate is kept 
constant at G, = 0.81 kg/s and the air velocities are Ua = 17.81 
and 15.08 m/s, respectively. At high air velocity (Fig. 5 (a) ) , 
a part of the solids is carried in the form of strands sliding along 
the bottom of the pipeline as a moving bed while the remainder 
is conveyed above the sliding strands as a suspended flow. For 

0.2 0.4 0.6 0.8 
Initial swirl number SQ 

Fig. 4 Critical velocity of swirling flow pneumatic conveying (Uncer
tainty in Ucr = ±8.1 percent. In S = ±9,47 percent) 
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«- Flow Direction 

Fig. 5(a) U. = 17.81 m/s, G. = 0.81 Itg/s 

Fig. 5(b) U, = 15.08 m/s, G, = 0.81 kg/s 

Fig. 5 Flow patterns of polyethylene pellets for AFPC 

Fig. 6(8) U, = 18.59 m/s, G, = 0.853 kg/s 

Fig. 6(6) U, = 15.09 m/s, G, = 0.865 kg/s 

Fig. 6 Flow patterns of polyethylene pellets for SFPC (So = 0.58) 

cle flow becomes weak. For swirll flow (So = 0.58) the particle 
flow pattern is similar to AFPC. Since particles are suspended 
by the effect of air circumferential velocity component even for 
low velocity, the air velocity when deposition of particles ap
pears is lower than that of AFPC. Thus, at lower velocity, 
the total pressure drop and energy consumption for SFPC are 
reduced. Since high velocity particles are fully suspended easily 
for AFPC, the total pressure drop for high velocities is lower 
than that of swirling particle flow in SFPC. The results are 
similar to other kinds of particles. 

Wall Pressure. For studying the stability of a pneumatic 
conveying system at lower velocity, the fluctuation of wall static 
pressures along the conveying pipeline were measured. The 
frequency response of the pressure transducer is 8.3 Hz. Figure 
9 illustrates the variation of pressure versus time for AFPC and 
SFPC. It is found that SFPC has a small fluctuation of pressure, 
and should yield stable conveying. 

Power Consumption. To express the power consumption 
of a pneumatic conveying system, the power consumption coef
ficient E, which is calculated from the total pressure drop in 
the system, solids flow rate and the air flow rate, is used ac
cording to the following equation: 

£ = 
Ap,Qa 
gGsL 

(3) 

Fig. 7(a) U, = 17.83 m/s, G. = 0.86 kg/s 

Fig. 7(b) U, = 14.42 m/s, G. = 0.89 kg/s 

Fig. 7 Flow patterns of polyethylene pellets for SFPC (So = 0.94) 

Fig. 8(8) U, = 17.20 m/s, G, = 0.85 kg/s 

Fig. a(b) U, = 14.14 m/s, G, = 0.888 kg/s 

Fig. 8 Flow patterns of polyethylene pellets for SFPC (So = 1.12) 

decreasing air velocity (Fig. 5(b)), the solids settle out and 
form a fixed bed, over which the particles strand slide along. 
The first fixed layer of sediment appears in the neighborhood 
of the feeder. This sediment fills up a portion of the pipe cross-
sectional area, and therefore results in large pressure drop and 
fluctuations. Further reduction of the air velocity results in quite 
unstable flow and threatens blockage. 

Swirling Flow Pneumatic Conveying. Figures 6-8 show the 
solids flow patterns of SFPC for three different initial swirl 
intensities. On decreasing air velocity at a constant mass flow 
rate, different flow patterns can be observed. For high air veloc
ity, a swirling particle flow pattern is observed in the accelera
tion region, and a strong swirl flow shows the strong swirling 
particle flow pattern. As reduction of velocity, the swirling parti-

10 12 14 16 18 

Fig. 9(8) Axial flow pneumatic conveying: U, = 13.88 m/s, G, = 0.86 
kg/s 
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Fig. 9(b) Swirling flow pneumatic conveying (So = 1.12): U, = 13.59 m/ 
s, G, = 0.88 kg/s 

Fig. 9 Fluctuation of wall static pressure for conveyed polyethylene 
pellets (Uncertainty in p„ = ±8.56 percent) 
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where Qa is the volumetric flow rate of air, and g is the gravity 
acceleration. 

Figure 10 illustrates E for polyethylene pellets versus air 
velocity with the initial swirl number as a parameter. At high 
velocity E of SFPC is large, but below the velocity for the 
minimum E of AFPC, the E of SFPC becomes smaller. The 
reduction rate of power consumption by SFPC is 14-20 percent. 
Among three initial swirl intensities, E of swirll flow (5o = 
0.58) shows the maximum reduction rate. For increasing G,„ E 
decreases at high velocity, but there are no differences at lower 
velocity for SFPC. 

Additional Pressure Drop. The total pressure drop Ap, 
of pneumatic conveying can be resolved into the following 
components: 

A/7, = A/j„ + Ap, (4) 

where Ap^ is the total pressure drop of clean air including the 
pressure drop of the vaned swirler for SFPC, and Ap^ is the 
additional pressure drop due to the presence of the particles. 

As proposed by Barth (1958), the additional pressure drop 
coefficient \ is calculated by 

Ap, = Ap, - Apa = m,\ 
LpaUl 

D 2 
(5) 

where m, is the mass flow rate ratio (m, = GJGa). The addi
tional pressure drop coefficient \ for polyethylene particles is 
shown as a function of Froude number F, = UJ^gD in Fig. 
11. It can be clearly seen that k^ decreases with an increase in 
Froude number Fr, however, for high F^, \ of SFPC increases, 
because particles take on a swirling motion, particle-wall colli
sion frequency increases, and trajectory of particles becomes 
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Fig. 10 Comparison of SFPC and AFPC power consumption coefficient 
for conveyed polyethylene pellets (Uncertainty in E = ±12.31 percent, in 
Us = ±8.1 percent) 
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Fig. 11 Comparison of SFPC and AFPC additional pressure drop coef
ficient for conveyed polyetiiylene pellets (So = 0.94) (Uncertainty in X̂  = 
±11.81 percent, in F, = ±8.8 percent) 

long. It is also found that X̂  for SFPC is not only dependent on 
Fr, but also dependent on G,. For high Fr, K of AFPC is lower 
than that of SFPC. But, because the velocity for which sediment 
appears is lower or the sediment is less, in range of lower Fr, 
K, for SFPC becomes lower than that of AFPC. 

Conclusions 
In the present study a swirling flow pneumatic conveying 

system is proposed, and an experimental investigation focuses 
on the overall pressure drop, solid flow patterns, power con
sumption and the additional pressure drop. The foUowing state
ments summarize the more important conclusion. 

(1) In the lower air velocity range, the total pressure drop, 
the power consumption and additional pressure drop for the 
swiriing flow pneumatic conveying are lower than those for 
axial flow pneumatic conveying. 

(2) The critical and minimum air velocities are decreased by 
the swirling flow pneumatic conveying, the maximum reduction 
rates being 13 percent and 17 percent, respectively. 

(3) The fluctuation of pressure for the swirling flow pneu
matic conveying is decreased. 

(4) Lower air velocity are used, thus possibly reducing wear 
of the conveying pipe wall and particle degradation. 
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Velocity Perturbations Induced 
by the Longitudinal Vortices 
in a Cylinder Wake 
This paper presents data showing the three-dimensional vortical structures in the 
near wake region of circular cylinders. The in-plane velocity field was measured 
using a digital Particle Image Velocimetry (PIV) technique. The vortical structures 
are found to include inclined counter-rotating longitudinal vortices in the braids 
joining consecutive Kdrmdn vortices. A simple vortex-pair model is proposed to 
estimate velocity perturbation induced by the longitudinal vortices in the near wake 
region. The perturbation resulting from the longitudinal vortices is shown to induce 
spanwise velocity modulation and a velocity spike of a nominally two-dimensional 
vortex street. 

Introduction 
It has been recognised in recent years that the wake of a bluff 

body develops three-dimensional vortical structures. William
son (1988), Williamson et al. (1995), Wei and Smith (1986), 
Welsh et al. (1992), Bays-Muchmore and Ahmed (1993), and 
Wu et al. (1994a, 1994b, 1996) have all shown that the three-
dimensional vortical structures include inclined pairs of counter-
rotating longitudinal vortices, having streamwise and transverse 
vorticity components. They form rib-like structures in the braids 
joining successive Karman vortices. Similar three-dimensional 
vortical structures were shown to exist in plane mixing layers 
by Bernal and Roshko (1986), among others. 

The development of three-dimensional instabilities and the 
formation of small-scale longitudinal vortices are related to lo
cal turbulence production and flne-scale velocity fluctuations 
(Hussain, 1986, Ferre et al., 1990) in turbulent wake flows. An 
understanding of the fluid dynamics involved is of great interest 
to fluid mechanics in general and in particular to engineering 
technologies and computational fluid dynamics. 

Wu et al. (1994b) showed, using a digital PIV technique, 
that the vorticity of longitudinal vortices is twice that of the 
Karmdn vortices upon which the former are superimposed. This 
is consistent with the theory of Meiburg and Lasheras (1988) 
that the longitudinal vortices are being stretched by the spanwise 
vortices (i.e., Karman vortices). This strong vorticity field in
duced by the longitudinal vortices could be significant in the 
development of the Karman vortex street. The present work 
sought to explore this further by quantifying the velocity pertur
bation induced in the wake by the longitudinal vortices. 

In this paper, the same digital PIV technique (Wu et al. 
1994b) was used to obtain instantaneous in-plane velocity dis
tributions in the wake of a circular cylinder. Quantitative infor
mation of the strength of the longitudinal vortices and their 
influence on the velocity distributions were obtained. The data 
obtained make it possible to analyse the velocity perturbation 
resulting from the longitudinal vortices, and to develop a simple 
model that can predict the amplitude of the spanwise velocity 
modulation and the magnitude of apparent velocity spikes. 

It will be shown that the spanwise velocity modulation can 
be as large as two thirds of the freestream velocity, due to 
the perturbation of the longitudinal vortices. Spanwise velocity 
profiles of wakes are rarely reported, partly because of the diffi-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
April 5, 1995; revised manuscript received April 15, 1996. Associate Technical 
Editor: M. Gharib. 

culty of capturing three-dimensional features using conven
tional single-point probes and partly because of the lack of 
understanding of flow three-dimensionalities. There has, how
ever, been some success in using single sensors to measure the 
time-mean spanwise velocity profile in mixing layer investiga
tions. Huang and Ho (1990) studied the small-scale transition 
process of a mixing layer using an X-wire probe. They measured 
the spanwise distribution of the time-mean streamwise velocity 
profile. The profiles contained clear wavy patterns, which they 
pointed out were due to the formation of streamwise vortices 
(longitudinal vortices). The amplitude of the wavy pattern var
ies from 0.1 i7 to 0.2i7 (C? is the average velocity of the mixing 
layer), depending on streamwise distance. 

Experimental Arrangement and Facilities 

Water Tunnel and Test Models. A return-circuit water 
tunnel schematically shown in Fig. 1 was used for the experi
ments. Water was pumped into a settling chamber containing 
filters and a honeycomb and then passed through a 4:1 contrac
tion before entering the working section. The water leaving the 
working section flowed via a 440 mm long duct into an outlet 
reservoir tank. The working section is 770 mm long with a 
cross-section of 244 by 244 mm. The walls are transparent, 
being made of acrylic. 

Circular cylinders used in these experiments were made of 
244 mm long polished plexiglass with diameters of 3.3, 6.4 and 
9.4 mm. End-plates were used to reduce the possible interfer
ence of the boundary layer forming along the test section walls. 
The freestream velocity was uniform to within 1 percent outside 
the boundary layers and the longitudinal turbulence level was 
typically 0.1 percent when band-pass filtered between 0.08 and 
20 Hz. No clear spectral spikes were evident in the longitudinal 
velocity signal. 

PIV Technique. Flow was seeded with hollow microsphere 
beads with a mean diameter < 30 pm.. An 8W argon-ion contin
uous laser beam was transmitted through a 50 /im diameter 
multi-mode optical fibre and spread into a light sheet using a 
cylindrical lens. The light scattered from the particles in the 
laser sheet was recorded using a "Videk" digital CCD camera 
with a spatial resolution of 1280 X 1024 pixels; the light inten
sity signal was digitised into 256 levels (8-bit) on a personal 
computer. Single-frame, multiply-exposed particle images were 
sampled and processed using software based on the Young's 
fringe method to give the in-plane velocity distribution. The 
words in-plane will be used in the paper to refer to the two-
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Fig. 2 The PIV image plane was in the centerline plane of the cylinder 
and 2D behind the back of the cylinder. The image size was 2.8 x 2,2D. 

dimensional plane where the PIV measurement was conducted 
to give two velocity components in that plane. The principle of 
the PIV technique was outlined in the early work of Barker 
and Foumey (1977). Excellent reviews are available on PIV 
techniques, and readers are referred to Adrian (1991) and Buch-
have (1992). In the present application, the Young's fringe 
pattern was found by performing FFT calculations on a Silicon 
Graphics workstation and an algorithm was used to calculate 
the spacing and orientation of the fringe patterns to determine 
the velocity vectors. 
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Fig. 3 Velocity vector field with frame of reference (a) fixed to the cylin
der, (b) moving with the vortices at 60 percent Uo. The velocity grid 
resolution was 0.5 mm, D = 9.4 mm, Re = 550. 

The uncertainty of the velocity measurement is 4 percent at 
a confidence level of 95 percent. The uncertainty of circulation 
is equal to that of the velocity measurements. 

Results 

Overview. The experiments were conducted at Reynolds 
numbers ranging from 140 to 550. Because of the limited space, 
data will be presented only for Re = 550, which is well above 

Nomenclature 

d = vortex core diameter (mm) u^„ 
D = diameter of cylinder (mm) 

Re = Reynolds number based on D and u'^ax 
Uo (non.) 

Uo = freestream velocity (m/s) U • 
u,w= s t r e a m w i s e and s p a n w i s e flow x,y • 

velocity (m/s) 
z • 

maximum of spanwise profile of 
u (m/s) 
the amplitude of velocity spike 
(m/s) 
spanwise average of u (m/s) 
streamwise and transverse coordi
nate, zero at cylinder center (mm) 
spanwise coordinate (mm) 

Su„ax = the amplitude of spanwise mod
ulation of u (m/s) 

6w„ax = the amplitude of variation of w 
(m/s) 

r = circulation of a longitudinal vor
tex (m^/s) 

ujy = y-direction vorticity component, 
normal to the measurement 
plane (1/s) 
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Fig. 4(a) 

Fig. 4(i>) 

Fig. 4 Typical streamline patterns at two arbitrary instants, sampled 
randomly in time at Re = 550 (the streamlines here are not drawn at 
constant intervals) 

1 1 III 
9 9 

r/(UoD) 
Fig. 5 Probability density function distribution of circulation of longitudi
nal vortices at Re = 550, the data are normalized by Ua and D, the number 
of samples is 50 

patterns presented by Wei and Smith (1986) and Wu et al. 
(1994a). 

Spanwise Velocity Modulation. Clearly, the action of lon
gitudinal vortices will distort the velocity field of a vortex street 
resulting in spanwise velocity modulation. The extent of this 
distortion can be quantified from the PIV measurements. 

To do this, the circulation of a longitudinal vortex has been 
estimated by integrating vorticity over the area in which the 
vorticity ujy is greater than 10 percent of LOy^ax, where Wy is the 
vorticity perpendicular to the measurement plane and a;̂ ,„,„ is 
the maximum vorticity perpendicular to the measurement plane. 
It should be pointed out that the circulation obtained in the 
current measurement plane represents the circulation of the in
clined longitudinal vortices, as the circulation along a closed 
line surrounding a vortex is independent of the way the line is 
drawn. A typical probability density function distribution (or 
histogram) of measured circulation of longitudinal vortices, is 
plotted in Fig. 5 for Re = 550. This has been calculated from 
50 frames of randomly sampled particle images. Clearly the 
strength of the positive and the negative vorticity in the two 

the transitional range for the onset of the three-dimensional 
vortices (occurs at Re » 175, Williamson (1988) and Wu et 
al. (1994a)). 

Instantaneous in-plane velocity distributions were measured 
in a transverse plane located 2D behind the back of the cylinder 
and in a plane passing through the cylinder centre-line, as shown 
in Fig. 2. The measurement plane was chosen to cut across 
the inclined longitudinal vortices joining consecutive Karman 
vortices in the wake. The measurement plane covered an area 
of 2.8Z) in the streamwise and 2.2D in the spanwise directions. 
A typical velocity vector field, showing flows in the transverse 
plane, is presented in Figs 3(a) and (b) at Re = 550. The 
frame of reference in Fig. 3(a) is fixed to the cylinder while 
in Fig. 3(^7) it moves with the vortices. Pairs of vortices can 
be seen to be spinning in opposite directions along the cylinder 
span. 

Two typical instantaneous streamline patterns, as calculated 
from the velocity data, are shown in Fig. 4, in a frame of 
reference moving with the vortices. The counter-rotating longi
tudinal vortices, being intersected by the measurement plane, 
are evident as the mushroom-type structures. As an interesting 
comparison, readers are referred to the hydrogen-bubble flow 
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Fig. 6 A simple velocity perturbation model, flow induced by a pair of 
ideal Ranldne-vortex 
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Fig. 8 Probability density function of the velocity modulation amplitude 
at Re = 550 

parts of a vortex pair is statistically balanced, as is expected. 
The mean circulation can be expressed as: 

r !« 0.39l!7oD ( 1 ) 

where t/o is the freestream velocity and D is the cylinder diame
ter. Measurements performed for a range of Reynolds numbers 
reveal that this correlation is valid when the Reynolds number 
is well above a transitional range, i.e., Re > 250 ~ 300. 

Now that the circulation of the longitudinal vortices is known, 
the induced spanwise velocity modulation can be estimated by 
considering an ideal vortex pair in the x-z plane, as schemati
cally shown in Fig. 6, where the z-axis corresponds to the cylin
der axis (spanwise direction). The parameter &u„^ shown in 
the figure is used to characterise the level of velocity spanwise 
modulation. Based on the above ideal vortex pair model, it is 
elementary to show: 

bu„. 
•nd 

(2) 

where d is the average vortex core diameter. Substituting the 
correlation for F in ( 1 ) , we get: 

<5M„. 0.33 
f/oO 

(3) 

The vortex core diameter is found to be rf « 0.5 D , which 
is approximately half of the spanwise wavelength of the vortices 
(the spanwise wavelength of the vortices has been found to be 
approximately equal to one cylinder diameter by Williamson 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

u/Uo 

Fig. 7(cf) 

Fig. 7 Velocity spanwise modulation at 4 arbitrary instants, streamwise 
velocity component u variation along cylinder span, the Instantaneous 
data were sampled randomly at Re = 550 

Imaginary 

hot-wire sensors 

Position 1: centre of positive vorticity 

2: centroid of the vortex pair 

3: centre of negative vorticity 

Fig. 9 Places of an imaginary hot-wire probe. No. 1: aligned to the center 
of the positive vorticity. No. 2: aligned to the centroid of the vortex pair. 
No. 3: aligned to the centre of the negative vorticity 
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Fig. 10 Temporal velocity fluctuation obtained by involving Taylor's hypothesis. The three curves correspond to the probe being at the centre of 
the positive vortex (vorticity), at the center of the negative vortex (vorticlty) and at the centroid of a vortex pair, respectively, the convective velocity 
used for transform Is O.8U0. The data were sampled at 4 arbitrary Instants. 

(1988), Bays-Muchmore and Ahmed (1993), and Wu et al. 
(1994a)). The amplitude of the spanwise velocity modulation 
can therefore be estimated as below, where d = 0.5D is used: 

6u„ax « 0.66[/o (4) 

Typical spanwise modulations of the streamwise velocity 
component, u, sliced through the centres of pairs of longitudinal 
vortices, are plotted in Fig. 7 at four instants. It should be 
noted that the spanwise variation of U/UQ is dependent on the 
streamwise location where the measurement is made. As the 
u/Ua velocity profiles in Fig. 7 are all taken slicing through the 
centres of the longitudinal vortices they represent the maximum 
influence produced. On the other hand, the influence of the 
spanwise vortices is to produce a background velocity variation 
in the streamwise direction, this becomes clear when a stream-
wise slice of the measurement plane is plotted as shown later 
in Fig. 10. The probability density function distribution of the 
modulation amplitude Sumax has been calculated and the result 
is shown in Fig. 8. The prediction based on the forementioned 
model is also indicated in the figure and there is reasonable 
agreement between the model and the data. 

In passing, it should be noted that it is also possible to provide 
information on the induced spanwise velocity component w. In 
a similar fashion, a parameter 6w,„ax is defined in Fig. 6 to 
characterize the induced spanwise velocity component. In this 
case, the meaningful velocity profile is taken from a slice (e.g., 
B-B in Fig. 6) through the centre of the one of the two vortices. 
The result based on the present PIV measurement is: 

Velocity Spike. Imagine if an Eulerian probe (e.g., a hot
wire probe or a LDA) were placed in a bluff body wake to 
measure the velocity variation with time. Velocity fluctuations 
caused by the longitudinal vortices would be sensed by the 
probe if it were placed at the right position at the right time. 
With instantaneous velocity data measured using the PIV tech
nique, it is possible to "animate" such an event. Taylor's frozen 
flow hypothesis is assumed to be valid for a very short period 
of time, during which the flow structures containing the vortices 
are to be converted downstream unchanged and at the convec
tive velocity of the vortex street. This transformation is ex
pressed as: 

f(x)=f(Uj) (6) 

Sw,„ OAlUo (5) 

where x and t are spatial and temporal coordinates,/(;(:) is the 
spatial distribution of a certain fluid quantity, Uc is the convec
tion velocity, and f(Uct) is the temporal distribution derived 
f rom/(x) . 

Typical velocity time evolution signals as seen by the imagi
nary stationary probes placed at the centre of a positive vortex 
(i.e., with positive vorticity), the center of a negative vortex 
and the centroid of the vortex pair as shown in Fig. 9 are plotted 
in Figs 10(a), (b), (c), and (d) where time increases from 
right to left corresponding to flow from left to right. The arrival 
of a vortex pair in time is indicated by the vertical dotted lines, 
calculated from the spatial position of the centroid of the vortex 
pairs. A velocity spike clearly emerges at the time of arrival of 
vortex pairs and the fluctuation is maximum when the ' 'probe'' 
is located at the centroid of a vortex pair. It is seen that the 
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Velocity Spikes Induced By 

Longitudinal Vortices 

aai / 

The velocity spikes caused by the longitudinal vortices con
tribute to an increase in high frequency components in the flow's 
kinetic energy spectrum. The amplitude of these spikes can be 
estimated when the strengths of the longitudinal vortices are 
known. The present paper provides a way to predict the ampli
tude of the spikes. It is recognised that in a real situation, the 
longitudinal vortices are not located in a fixed spanwise position 
(Wu et al., 1994a), instead they are being generated randomly 
across the cylinder span. The velocity fluctuations associated 
with the velocity spikes may look irregular for a stationary 
probe. 

Fig. 11 Conceptual diagram on tlie effect of generation of veiocity 
spikes due to the action of the longitudinal vortices in a cylinder wake 

amplitude of the velocity spike is very sensitive to where the 
'probe' is placed. The amplitude reduces substantially when the 
probe is shifted away from the centroid of a vortex pair. 

In summary, in addition to the pure periodic velocity oscilla
tion expected to be detected by a hot-wire (or LDA) probe 
placed in the wake of a bluff body, spikes, as illustrated in Fig. 
11, should exist in the time velocity fluctuation signal of a three-
dimensional vortex street behind a bluff body. It is useful to 
estimate the amplitude of the velocity spikes, u'max, as defined 
in Fig. 11. An estimation of u'^ax can be made from the spanwise 
variation of the streamwise velocity component (shown in 
Fig. 7): 

- M « 6Umaxl'2. (7) 

where u^ax and u represent the maximum and the spanwise 
average of u component, respectively. Using the previous re
sults, it is concluded that u'max '^ 0.33t/o- The prediction is in 
reasonable agreement with the measurements (see, for example, 
the data in Fig. 10). 

Concluding Remarks 
A digital Particle Image Velocimetry (PIV) technique has 

been used to measure the velocity field in the wake of circular 
cyUnders. The instantaneous in-plane velocity distributions ob
tained in a plane parallel to the cylinder axis reveal the perturba
tions to the flow induced by the incHned longitudinal vortices. 
Pairs of these vortices along the cylinder span have been shown 
to produce the mushroom-type structures in the streamline pat
terns. Spanwise instantaneous velocity modulations generated 
by the longitudinal vortices are presented. A simple vortex-pair 
model is suggested to predict the modulation amplitude and is 
found to agree well with the measurements. The mechanisms 
of velocity spikes are illustrated by using Taylor's hypothesis, 
together with data and correlation for their characterisation. 
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Stokes Layers in Horizontal-
Wave Outer Flows 
Results are reported of a computational study investigating the responses of flat plate 
boundary layers and wakes to horizontal wave outer flows. Solutions are obtained 
for temporal, spatial, and traveling waves using Navier Stokes, boundary layer, and 
perturbation expansion equations. A wide range of parameters are considered for 
all the three waves. The results are presented in terms of Stakes-layer overshoots, 
phase leads (lags), and streaming. The response to the temporal wave showed all 
the previously reported features. The magnitude and nature of the response are small 
and simple such that it is essentially a small disturbance on the steady solution. 
Results are explainable in terms of one parameter ^ (the frequency of oscillation). 
For the spatial wave, the magnitude and the nature of the response are significantly 
increased and complex such that it cannot be considered simply a small disturbance 
on the without-wave solution. The results are explainable in terms of the two parame
ters \~' and x/k (where \ is the wavelength). A clear asymmetry is observed in the 
wake response for the spatial wave. An examination of components of the perturbation 
expansion equations indicates that the asymmetry is a first-order effect due to nonlin
ear interaction between the steady and first-harmonic velocity components. For the 
traveling wave, the responses are more complex and an additional parameter, c (the 
wave speed), is required to explain the results. In general, for small wave speeds 
the results are similar to a spatial wave, whereas for higher wave speeds the response 
approaches the temporal wave response. The boundary layer and perturbation expan
sion solutions compares well with the Navier Stokes solution in their range of validity. 

Introduction 

In a variety of applications, boundary layers and wakes are 
subject to oscillating outer flows. Of interest here are outer 
flows of uniform streams with superposed temporal, spatial, 
or traveling waves. Example applications are surface-piercing 
bodies and turbomachinery. A basic geometry is a flat plate 
aligned with the uniform stream. 

The most extensive information is for laminar and turbulent 
boundary layers with temporal horizontal-wave outer flows 
(Telionis, 1981). Boundary-layer (BL) and perturbation-
expansion (PE) equations computations and data show that the 
flow is characterized by small-amplitude Stokes-layer over
shoots, phase leads, and streaming. Except for high-frequency 
and/or strong-separation conditions, limited interactions occur 
between the mean and turbulent motions, i.e., the turbulence 
exhibits a quasi-steady response. Some of the recent numerical 
investigations on temporally oscillating turbulent boundary 
layer flows are a direct numerical simulation by Spalart and 
Baldwin (1989) and a Reynolds-averaged Navier Stokes 
(RANS) calculation by Hanjalic et al. (1993). These new stud
ies also confirm the quasi-steady response of temporally oscil
lating transitional-turbulent boundary layers with a marked tran
sition phase followed by a laminarization phase in each cycle. 

Relatively limited information is available for spatial waves 
and has yet to be put in the context of Stokes layers. Stem 
(1986), Stern et al. (1989, 1993), and Choi and Stem (1993) 
investigated the boundary-layer and wake of a surface-piercing 
flat plate with a Stokes-wave outer flow which included detailed 
towing-tank experimental measurements. The plate and wave 
lengths are equal and the wave phase is fixed such that crests 
are coincident with the leading and trailing edges. Computation 
of BL, Navier-Stokes (NS), and RANS equations and data 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
February 17, 1994; revised manuscript received April 23, 1996. Associate Techni
cal Editor; S. P. Vanka. 

show significant wave-induced effects such as three-dimen
sional boundary-layer and wake responses with large overshoots 
and phase shifts, wave-induced separation, asymmetric wake 
responses with increased overshoots for regions of favorable 
pressure gradient and anisotropic/nonequilibrium nature of tur
bulence. 

As in the case of spatial waves, very limited information is 
available for traveling horizontal-wave outer flows except for 
the work of Patel (1975, 1977). Approximate PE computations 
and data for laminar and turbulent boundary layers show in
creased overshoots and phase lags in comparison to the temporal 
wave. The above studies also indicate a dominant effect of the 
wave speeds on the response for both laminar and turbulent 
boundary layers. However, the measurements were obtained 
only for a single wave speed and low and medium reduced 
frequencies which somewhat limits the scope of the conclusions 
made. Only very limited turbulence measurements were made 
and they were found to be independent of the reduced frequen
cies considered. 

Also of interest is related work for traveling vertical- or com
bined-wave outer flows; however, in distinction from the previ
ous cases, unsteady lift effects predominate. Classic inviscid 
analytic solutions predict the unsteady lift amplitude reduction 
and phase shifts (Horlock, 1968). Data for foils with combined 
waves have confirmed the theory for low frequencies (Poling 
and Telionis, 1986). Recent experiments (Lurie, 1993) and 
computations (Paterson and Stem, 1993) concern the complex 
nature of the boundary-layer and wake response, especially near 
the trailing edge and in the near wake. 

There appears a need to investigate, compile, and present the 
effects of different outer wave flows on boundary layers and 
wakes using computational and experimental techniques so as 
to present a unified picture. The present work attempts to do 
the computational part for laminar flows which is clearly an 
initial step taking into account the need to consider turbulent 
boundary layers and wakes. Thus, the primary objective of the 
present work is to determine the similarities and differences 
between the laminar boundary layer and wake responses due to 
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s, 
- (Exit 
Plane) 

Fig. 1 Domain for boundary-layer wake computations viiVn temporal-, 
spatial-, and traveling-wave external flows. For boundary-layer calcula
tions the plate extends to the exit plane. 

temporal, spatial, and traveling horizontal-wave outer flows. 
Another objective is to identify the physical mechanism respon
sible for the previously mentioned asymmetric wake response. 
To these ends, a model problem of a flat plate boundary layer 
and wake was selected and NS, BL, and PE solutions are ob
tained for a large range of outer flow conditions. 

Model Problem 
Consider the model problem of a flat plate laminar boundary 

layer and wake in an outer flow of a uniform stream with 
superposed temporal, spatial, or traveling waves (Fig. 1). The 
continuity and NS equations for unsteady two-dimensional in
compressible flow are written in Cartesian coordinates with x 
positive downstream, y normal to the plate, and (0, 0) at the 
plate leading edge: 

du 
. + 1 ^ = 0 ox ay 

du du du 
+ U 1" t̂  TT 

dt dx dy 

dp J_ 
dx Re 

d^u d^u 

dy^ 

(1) 

(2) 

dv dv dv 
h M h i ) 

dt dx dy dy Re 

1 { d\ 

a?-^V' ^'^ 
where {u, v) are the velocity components in the {x,y) direc
tions, p is the pressure, and Re = UoLlv is the Reynolds num
ber. All variables are nondimensionalized using Uo, L, and p. 

The boundary and initial conditions are: 

M , D, 
dp 

d^ 
= 0 .05 s X s 1, y = 0 

du dp 
— , V, - ^ 
dy dy 

0 1 < X < x„ y = 0 

U, — , p\ = (Ue, - — , Pe\ .05 < X < Xexil, ^ = S(x) 

d^u dp 

dx^ ' dx 
\J tAr »^e> 

(M, V) = (UB, VB) X = .05, f = 0 (4) 

where (MB, Dg) is the Blasius solution. The symmetry boundary 
condition on the wake centerline imposes a strong restraint on 
the wake development and is suited only for laminar flows as 
is the case in the present work. Also, the impostion of the 
Blasius profiles at the inlet is justified for the Reynolds numbers 
used in this study. 

U, = I + Ui cos [^(t - x/c)] 

such that 

V, = t/.e y sin [^(t - x/c)] 

(5a) 

(Sb) 

-dpjdx = ^t/i( 1 - - I cos [^{t - x/c) + 7r/2] 

+ MU} sin [2^(t - x/c)] (5c) 

-dpjdy= - e y , ( 1 - -

X^cos[iit - x/c)] + ( ^ ] y {5d) 

Pe = Ui(C - 1 ) c o s [^(t - x/c)] 

- .25Ujcos[2^{t - x/c)] (5e) 

uj, = { - \ Uiy cos [C(f - x/c)] ( 5 / ) 

Ui is the unsteady velocity amplitude, f = UJL/UO is the fre
quency parameter (to is the frequency), and c = k/T = /̂A; is 
the wave speed [ \ is the wave length, T is the wave period (= 
2n/Q and Ic is the wave number (= 27r/X)]. Equation (5) 
corresponds to the traveling wave. For the specified [/̂  in (5a), 
relations (5b)-(5d) are obtained from ( l ) - ( 3 ) , respectively, 
(5e) by integration of (5c), and (5/) by definition uie = — dWJ 
dx using (5i>). 

The temporal wave is recovered for c -* oo, i.e., A; = 0: 

t/^ = 1 -I- f/i cos f̂ (6fl) 

Nomenclature 

c = wave velocity 
k — wave number 
L = reference length 

0( ) = order of magnitude 
p — pressure 

Re = Reynolds number (= UoL/v) 
t = time 

T = wave period 
u, V = boundary layer or wake veloc

ity 
U, V = external-flow velocity 

Uo = uniform-stream velocity 
Ui = (I) unsteady velocity amplitude 

= (2) perturbation parameter 
', y = Cartesian coordinates 

a = phase-shift angle 
6 = boundary-layer or wake thickness 

5^ = Stokes-layer thickness 
•y = phase angle 
X = wave length 
u = kinematic viscosity 

^ = frequency 
ui = dimensional frequency 

Subscripts 
cl =wake centerline 
e = edge value 

m = maximum value 
0 = steady solution 
s = streaming 
1 = first harmonic 
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such that 

-dpe/dx = ^U,cos(0 + n/2) i6b) 

Pe= - £,UxX cos (C? + 7r/2) (6c) 

which implies a phase lead retarded by u,. For the temporal 
wave {5b), (5d), and (5/) are identically zero. 

The spatial wave is recovered for c -» 0, i.e., ^ = 0: 

Uc = I + Ui cos (a — kx) (la) 

such that 

Ve = -kUiy sin (a - kx) (lb) 

-dpjdx = -kUy cos [a - kx -\- ir/l] 

+ .SkU\ .sin [2(a - kx)] (1 c) 

-dpeldy = k'-U.y cos (a - fc;<;) + euly (Id) 

p, = -Ui cos (a - kx) — .ISU] cos [2(a — kx)] (le) 

uje = k^U,y cos (a - kx) (If) 

which implies a phase lag enhanced by MM, . Here a is the phase-
shift angle. 

The solutions are restricted to large Re and small C/i and 
^Ui(l - 1/c) such that viscous-inviscid interaction is negligi
ble and, additionally, for (C', X-"', •?/Re, X/Re"') -^ 1, the 
BL and PE approximations are valid. The formulation can be 
extended to finite-thickness geometries (e.g., foils) such that 
U„ = Uo{x, y); however, incorporation of viscous-inviscid in
teraction is required and the applicability of the BL and PE 
solutions is more restricted. 

The results are analyzed by decomposing u(x, y, t[a]) into 
steady (i.e., with-out wave) Uo(x, y), streaming Us(x, y), and 
first-harmonic response amplitude u,(x, y) and phase y(x, y) 
components 

M(X, y, t[a]) = u„(x, y) + u,,(x, y) 

+ U\(x, y) cos [(,t[a] - kx + y(x, y)] (8) 

where 

J /•r|2,rl 
Mx, y) = TT—— u(x, y, t[a])dt[da] - u„(x, y) (9) 

TIZTT] JO 

= \ ——• I \u(x, y, t\a\) u,(x, y) 

sin y(x, y) 

— u,,(x, y) — u„(x, y)]^dt[da] 

[u(x, y, t[a]) 

(10) 

_ 2 flTllTT] 

]ui(x, y) Jo T[2n]i 

- u,(x, y) - u„{x, y)] sin {(,t[a\ - kx)dt\da] ( U a ) 

2 PT[2i,] 

cos y{x, y) = „ „ i , 7 [u(x,y,t[a]) 
T[2ir\Ui(x, y) Jo 

— Us{x,y) - M„(x, y)] cos (£,t[a] — kx)dtYda\ (\\b) 

and [a ] , \da\, and [27r] replace t or (,t,dt, and T, respectively, 
for the spatial wave. Figures are presented for M|/(/J and y vs. 
rj (= y/VRe^, where Re;t = U„xlv). Also presented are the 
maximum overshoot values UiJU\, it's position 7ji„, and wall 
or wake-centerUne phase angles y^ vs. ^ = ujxl [/„ for the tempo
ral and traveling waves and vs. xl\ for the spatial waves. 

Computational Methods 
The NS solutions are obtained using the methods of Choi 

and Stern (1993) and Paterson and Stern (1993) for steady and 
unsteady flows, respectively. Both methods are based on Chen 
and Patel (1989, 1990), which have been extensively validated 
for a wide range of applications. The NS and continuity equa
tions are written in the physical domain using Cartesian coordi
nates (x, y, z) and partially transformed (i.e., coordinates only) 
into nonorthogonal curvilinear coordinates (^, rj, C,) such that 
the computational domain forms a simple rectangular parallel
epiped with equal grid spacing. The transformed equations are 
reduced to algebraic form using finite-analytic method spatial 
and second-order backward finite-difference temporal discreti
zation. SIMPLER and PISO velocity-pressure coupling algo
rithms are used for steady and unsteady flow, respectively. The 
resulting implicit equations are solved using line-ADI with un-
der-relaxation. The boundary and initial conditions are given in 
(4). The details of the edge values for different wave conditions 
are given in ( 5 ) - ( 7 ) . 

The BL and PE equations are derived following Telionis 
(1981). The derivation is complicated and, as already noted, 
requires (i~\ X~', ^/Re, \ /Re"^) < 1. In consideration of the 
relative simplicity of the resulting equations, a straightforward 
finite difference method is used with l^rst-order backward differ
ences for the t- and x-derivatives, a central difference for the 
y-derivatives, and a lag-iterative algorithm for the nonlinear 
terms. The PE equations are solved successively and further 
analyzed through presentation of average values over the bound
ary-layer and wake thickness of the terms in the first-order 
equation 

lii - kUo)ui + M„ — - + Ml -—- + i;„ -—• + Ui - — 
ox ax ay oy 

= i(^-k)U,+^^ (12) 
Re oy 

[where (u,, u,) are real for the zeroth-order (i = 0) and complex 
for first-order (; = 1) ] . The averaged value is obtained as 

(l>i(x) = - ( 
0 Jo 

Wdy (13) 

where | <̂ i | (1 = 1, 9) is the magnitude of the ith term in (12) 
with the index increasing from left to right. The application of 
boundary conditions and initial conditions are straight forward 
and details are given in Choi (1993). 

Computational Conditions and Uncertainty Analysis 
Computations were performed to cover a wide range of pa

rameters for temporal, spatial and traveling wave outer flows. 
The different computational conditions are summarized in Table 
1. The range of values were specified both for validation through 
comparisons with previous studies and for investigation of the 
influences of the wave and pressure-gradient amplitudes and 
wave frequency, length and speed. For the temporal wave, for 
the boundary-layer region, NS, BL, and PE solutions were ob
tained for a large range of frequencies (.01 s ^ < 5). For 
the wake region, only BL and PE solutions were obtained for 
relatively low frequencies (.19 =s ^ < .94). For the spatial 
wave, for both the boundary-layer and wake regions, NS, BL, 
and PE solutions were obtained for a range of wavelengths (.2 
< X."' s 10). For the traveling wave, for the boundary-layer 
region, solutions were obtained for large ranges of frequency 
and wave speeds (.1 < if < 5 and .3 s c < 10) with NS 
solutions limited to low frequencies. For the wake region, only 
BL and PE solutions for relatively low frequencies (.19 < ^ < 
.94) and for wave speeds (.3 s c < .10) were obtained. For 
fixed wavelengths (\'' = .2 and 1) solutions were obtained 
with all the three methods for a wide range of frequencies 
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Table 1 Calculation conditions. BL and PE solutions obtained for all the above values. NS solutions obtained only for 
the underlined values 

Temporal wave 

Region Wave/pressure gradient amplitude Frequency (Q 

Boundary layer (1) U, = -0.4 and (2) ^C/, = -0.13 .01, .05, i 2, .3, .4, .522, ,559, .6, .7, .8, .9, 1.0 
1.1, 1.2, 1.3, 1.4, L47, 1.6, 1.7, 1.8, 1.9, 2.0, 2.2, 2.49 
2.65, 2.8, 3, 3.2, 3.4, 3.6, 3.8, 4, 4.2, 4.4, 4.6, 4.8, 5.0 

Wake 

Region 

Boundary layer and wake 

Region 

(3) £/, = -0 .4 and (4) ^C/, = -0.13 

Spatial wave 

Wave/pressure gradient amplitude 

(1) t/, = -0 .4 and (2) kUi = -0.13 

Traveling wave 

Wave/pressure gradient amplitude 

.188, .565, .942 

Wavelength^' (\"') 

^ U 5^10, 

Frequency (JVwave speed (c) 

Boundary layer 

Boundary layer 

Wake 

Boundary layer 

Boundary layer 

and wake 

and wake 

(1) [/i = -0 .4 

(2) I/i = -0 .4 

(3) Ut = -0 .4 

(4) \ - ' = 0.2 
ec/,(l - 1/c) = 

(5) \ - ' = 1.0 
et/,(l - 1/c) = 

-0.013 

-0.013 

? = .314, .628, .943. 1.257, 1.57 
c = .3, .4, .5, .64, .77, 1., 2., 5., 10. 
5 = .1, .2, .522, .599, 1., 1.47, 2.49, 2.65, 5. 
c = .3, .5, .77, 1., 10. 
$ = .188, .565, .942 
c = .64, .77, 1., 10. 
(c,0 = (A :251), ( ^ 377), (A ,503), (/77, .968), 

(2^ 2.513), (5^ 6 ^ ) 
(c,0 = (A 1-257), (3, 1.885), (4, 2.513), (.77, 4.838), 

(2, 12.566), (5j 31.416) 

for both boundary layer and wake. For the above parameters, 
solutions were obtained keeping either the unsteady velocity 
amplitude constant or the amplitude of the pressure gradient 
constant. In summary, a large range of conditions were evalu
ated for all three waves and methods; however, the ranges for 
the wake region and NS solutions are relatively restricted being 
more computationally intensive. Due to limitations of the range 
of validity of the different approximations, especially for the 
BL and PE equations, each of the three techniques are often 
used to complement each other in presenting a unified picture. 
However, every attempt is made to compare the results obtained 
using the three techniques wherever the validity of the approxi
mations permits. Although limited by approximations, the BL 
and PE approaches are also essential to the present study mainly 
because of the following reasons. First, they are inexpensive 
which enables us to obtain solutions for a wide range of parame
ters within their range of validity. Second, certain aspects of 
the flow are better understood by these methods, such as the PE 
method which allows us to understand the interactions between 
various components in the equations. 

The solutions are for Re = 10', except the temporal and 
traveling wave NS solutions are for Re = 10". Numerical tests 
for large and small (, indicated identical results for both Re. In 
general, the response was linear in Ui, which is consistent with 
previous results and supported the case of fixed pressure gradi
ent for comparison of the quantitative differences between the 
three waves. The steady NS and BL and zero-order PE solutions 
correspond to the Blasius solution and wake, which was ob
tained to within a few percent, except for trailing-edge effects. 
Due to space limitations, the results and figures are provided 
only for a few selected cases which convey and support the 
major conclusions. The complete results are provided in Choi 
(1993). 

The recent discussion in the CFD community on the numeri
cal uncertainty analysis has led to the formulation of a set of 
guidelines and standards for reporting numerical inaccuracies. 
This is a necessary first step, but controversies and practical 
difficulties still exist in implementation. The derivation of the 
finite analytic method used in this paper precludes term-by-term 
error analysis. However, detailed comparisons have shown that 
the finite-analytic method is of comparable accuracy to second-

order finite-difference methods. A numerical study using gener
alized Richardson extrapolation for a laminar flat-plate and fully 
developed annular flow seem to support this conclusion. Also 
note that, a few of the cases reported in this paper were repeated 
recently using a third-order finite difference scheme and similar 
results were obtained. 

The grids were generated algebraically. A range of grids and 
computational domains were used depending on the method, 
region of interest (i.e., boundary layer or wake) and \ " ' . The 
solution domain for the wake calculation is indicated in Fig. 1. 
For the boundary layer calculations the plate extends all the 
way to the exit plane. The grid numbers, exit plane and time 
steps were determined based on grid independence and time-
accurate studies for selected conditions (Choi, 1993). The 
shortest wave considered ( \ ' = 10) was described by at least 
20 points in the axial direction. 100 time steps per period were 
used. The details are summarized in Table 2. The leading edge 
was not included in the domain while trailing edge resolution 
is given in Table 2. The convergence criterion was based on 
the residual 

R(it) = 11 (\<i>(it - 1)1 - \<l>(it)\)/H \<l>(itl)\ (14) 

where cj) - p or \ , be at least 10~*. For unsteady flow, 2 -3 
initial periods were usually sufficient to obtain periodic solu
tions. The NS solutions on the average required on the order 
of 1 CRAY YMP hour while the BL and PE solutions required 
only a few minutes. The memory requirements were less than 
8 megawords for all the three methods. 

Results and Discussion 
As can be seen from the previous section and Table 1, a 

wide range of wave parameters were covered in the present 
computational study to understand the complex nature of bound
ary layer and wake responses to temporal, spatial and traveling 
outer waves. The response to the temporal wave is discussed 
first followed by spatial and traveling waves. The results are 
analyzed in terms of Stokes-layer overshoots, phase shifts, and 
streaming. Also discussed is the prediction of the separation 
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Table 2 Grid information 

Parameters 

Inlet bound.(j:/L) 
Outlet bound.(x/Z,) 
AJC/L(T.E.) 
Top bound.ty/6) 
Ay/fi (even grid) 
Grid no. (X-dir) 
Grid no. (y-dir) 

Parameters 

Inlet bound.(;c/Z,) 
Outlet bound.(x/L) 
Ax/Z-(T.E.) 
Top ho\xnd.(y/S) 
Ay/6 (min) 
Grid no. (X-dir) 
Grid no. (K-dir) 

Boundary layer 

Steady BL Steady BL 
l/\ = 0.2, 

0.05 
1.50 
0.001 
1.26 
0.0124 
146 
101 

1 l / \ = 5, 10 

0.05 
1.50 
0.005 
1.26 
0.0124 
291 
101 

Steady BL and wake 
l / \ = 0.2, 1 

0.05 
10.00 
0.016 
1.26 
0.015 
171 
23 

and perturbation expansion equations 

Steady BL 
and wake 

l / \ = 0.2, 1 

0.05 
10.00 
0.01 
1.26 
0.0124 
996 
101 

Navier stokes equation 

Steady BL 
and wake 

l / \ = 5, 10 

0.05 
5.00 
0.005 
1.26 
0.0124 
991 
101 

Steady BL and wake 
1/X = 5, 10 

0.05 
5.00 
0.01 
1.26 
0.01 
495 
23 

Unsteady BL 
alU 

0.06 
1.50 
0.02 
1.26 
0.06 
76 
51 

Unsteady BL 
and wake 

aiU 

0.06 
5.00 
0.02 
1.26 
0.0155 
248 
81 

Unsteady BL and wake 
all? 

0.05 
5.00 
0.009 
1.26 
0.00004 
150 
75 

starting point, which is defined as the initial axial position for 
which reverse flow occurs. 

Temporal Wave 

Boundary-Layer Response. The response of the boundary 
layer to a temporal wave displayed all the well known features 
of the flow: velocity overshoots, phase leads, and streaming. 
While the velocity overshoots and phase leads showed good 
comparison with the data, streaming was almost zero and no 
data was available. The magnitude and nature of the response 
were small and simple such that the response can be considered 
as essentially a small disturbance on the steady solution. Shown 
in Fig. 2 are u,„/Uu Vi«>, and -y„ vs. £ (= tJx/U„), including 
comparisons with the data (Hill and Stenning, 1960) and previ
ous calculations (Telionis, 1981). The position of the overshoot 
monotonically decreases from low to high ^. At the wall and 
in the inner part of the boundary layer, the phase angle increases 
linearly for small £ and then merges with the high £ value of 
45 degrees. It was found that the single parameter £, is sufficient 

O Tellonls 
A Hill and Stenning 

NS, Re=10'' 
BL, Re = 10^ 

to describe the results. The results are identical for the same 
values of £ whether £ = uiL/Uo and varying ui, or ^ = LJX/U„ 
and varying jc < L. To see the effect of £ on separation, separa
tion starting points were obtained for the different £ values. It 
was found that separation is delayed for increasing £. Most of 
the above features of the flow were discussed previously by 
Telionis (1981), including, additionally, that increasing con
stant steady adverse pressure gradient increases the velocity 
overshoot amplitudes. 

The differences between the three solutions for MI , y, and the 
separation starting points are relatively small. The NS solution 
showed larger and smaller maximum velocity overshoots for 
small and medium f, respectively (i.e., a less pronounced peak 
spread over a larger region). The differences between the solu
tions for Mj (not shown here) were significant with the PE 
solution displaying complex profiles with large £ dependency. 
Note that the differences between the NS and BL and PE solu
tions for small £ are expected; since, the order-of-magnitude 
estimates used in deriving the latter two equations require 
6J6 = 0 ( 1 ) , which is violated (i.e., for small £, 6J6 > 1). 

Wake Response. Some typical results of the response of 
the wake to a temporal outer wave are displayed in Fig. 3 
which shows Ui/Ut and y versus r] profiles for three values of 

— I — 
4.0 

60-

30-

oU -\ 

/ 2 

i' 

1 5 =0,168 
2 i =0.565 
3 5 =0.942 

1 1 1 1 

Fig. 2 Maximum first-harmonic overshoot values and wall phase angle 
values: boundary layer, temporal wave 

Fig. 3 First-harmonic amplitude and phase atx = 1.5: wake, temporal 
wave (BL equation solutions shown) 

Journal of Fluids Engineering SEPTEMBER 1996, Vol. 1 1 8 / 5 4 1 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.0-1 
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§ 1 . 0 -
E 
o 
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(c) 

>-9 

^ 6 

^ 1 1 

t = 0.565 

1 Itu, 4 u„,u, 7 itU, 
2 ikUpU, 5 VgÛ y 8 ikU, 

9,6,9,4 and 3 

/ _|, 1̂ , 1 ,„ 1 1 _ ! 1 
4.0 6.0 

X 
8.0 

Fig. 4 Wake response: temporal wave, (a) wake centerline velocity, (b) 
velocity defect, (c) averaged values of perturbation-expansion equation 
components for ^ = .565. (BL equation solutions sliown in a and b.) 

frequency parameter ^ = (.188, .565, .942)atjt= 1.5, including 
comparison with the steady solution. The BL and PE solutions 
are similar (except for the streaming profiles, not shown here, 
which are negligible) and display trends as described earlier 
for the boundary-layer, but with reduced response. Here again, 
the nature of the response is essentially a small disturbance on 
the steady solution. The profiles of Ui„/Uu Usm, Vim, V^m and 
7o vs. ^ (not shown here) all displayed similar trends in Fig. 2 
over the plate, but with some trailing edge effects. In the far 
wake, the velocity overshoots, streaming and phase leads mono-
tonically decrease such that ultimately a plug flow is achieved. 

Figures 4(a) and (b) show the wake-centerline velocity 
Auci/Ui and the defect 1 — \Auci/Ui\ (where Au^ = u^ — 
Uoci - u.fci)- Consistent with Ui/Ui, the response is similar to 
the steady solution, but with faster recovery for increasing f. 
For the larger ^ values, recovery is achieved at .* - 1 = 2.75. 
The wake response is symmetric. Shown in Fig. 4(c) is the 
boundary layer and wake averaged values of the first-order PE 
Eq. (12) for ^ = .565. In the far wake, the terms 1 and 7 are 
the dominating terms and are in balance (i.e., MJ = Ui). 

\ = 0.2 

2.0 4.0 6.0 

0 2.0 
45 -, ., 

\ =1.0 

0 -

45 -

90 -
( ) 2.0 

4.0 

4.0 

6,0 

-,^=^ 

6.0 

Fig. 5 First-harmonic amplitude and phase atx = 1.0: boundary layer, 
spatial wave 

the response is relatively small, whereas for medium \."' = 1 
(and 5) the response is extreme. Some typical curves are shown 
in Fig. 5 which displays Ui/Ui and y vs. rj profiles for the wave
length parameters k~' =0 .2 and 1 at x = 1. In both cases, the 
overshoots are considerably larger than the temporal wave. 
Large phase lags are observed, as are streaming velocities (not 
shown here). In the outer part of the boundary layer, the phase 
is nearly 0. For \~' = .2 and 1, the NS solution phase-angle 
response is similar to that for the BL and PE solutions. However, 
for higher values of \ ' (not shown here) there are significant 
deviations. 

Shown in Fig. 6 are UiJUx, r̂ i™, and y^ versus xl\ for two 
values of X"' (0.2 and 1). Also shown in Fig. 6 is 
Mi„/(f/ivRAc) versus xl\ for the same two values. The maxi
mum overshoot values are seen to require l/vRe^ scaling, be
cause the values monotonically increase with xl\ unless nor
malized by a6 (where a is a constant) whereas Mi„/(f/iVRej:) 
displays a maximum overshoot near;c/\ = 1 and then monotoni
cally decreases toward its asymptotic value. For X^' = 5 and 
10 (not shown here) the trends are similar both with and without 
scaling, i.e., both UiJUi and uiJiUiS^t^) display maximum 
overshoots near x/X = 1 and then monotonically decrease to
wards their asymptotic values, which decrease with increasing 
X"'. Recall that l/VRe^ scaling is required for v„{x, y). 

In addition to the differences between the solutions already 
described, the NS solutions are found to display smaller over
shoots. These differences between the NS solutions and BL and 

Spatial Wave 

Boundary-Layer Response. As was the case for the tem
poral wave, the spatial wave is also seen to be characterized by 
velocity overshoots, phase lags (in this case), and streaming; 
however, there are significant differences between the two outer 
flows. The magnitude and the nature of the response are signifi
cantly increased and complex such that it cannot be considered 
simply a small disturbance on the without-wave solution. The 
dependency of the response on X~' was found to be very strong, 
i.e., the characteristics of the response vary significantly for the 
specified values of X"'. For small and large X~' (.2 and 10), 

Fig. 6 lUaxImum first harmonic and first harmonic wall-phase angle 
values: boundary layer, spatial wave 
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Fig. 7 First-harmonic ampiitude and phase at x = 1.5: wake, spatial 
wave 

PE solutions are seen to increase for increasing X~'. This is 
clearly evident from Figs. 5 and 6. Note that deviations between 
the NS solution and BL and PE solutions for large \~ ' are 
expected; since, the order-of-magnitude estimates used in deriv
ing the latter are no longer valid. Unlike the temporal wave, a 
single parameter is not sufficient to characterize the results, i.e., 
both x/\ and X."' are required as is l/VRe;t scaling. The separa
tion starting point was computed for each value of \ ~ ' and the 
results indicated that separation is delayed for increasing X.^'. 

Wake Response. Shown in Fig. 7 are the ui/Ui, and y vs. 
77 profiles for the wave-length parameter \~ ' = 0.2 and 1 at x 
= 1.5. As was the case for the boundary-layer, the magnitude 
and nature of the response is such that it cannot be considered 
simply a small disturbance on the without-wave solution. The 
response of the wake is characterized by the reduced velocity 
overshoots, phase lags (or leads) and streaming in comparison 
with the boundary-layer response. Here also, the dependency 
on X. ' was found to be strong. The maximum overshoot is 
for \ ~ ' = 1 and, here again, in all cases, the overshoots are 
considerably larger than for the temporal wave. For small and 
medium \~\ the three solutions are similar, whereas for the 
larger X~' values, the NS solutions indicate smaller overshoots 
and larger phase lags. The NS and BL solutions indicate rela
tively simple streaming velocity profile shapes with small mag
nitude in comparison to the PE solution. Profiles of U\„JU\, 
Vim, rjsm, and y„ (not shown here) all showed damped oscilla
tions with increasing xl\. In general, the three solutions dis
played similar trends with the largest quantitative differences 
in the near wake. 

Figures 8(a) and 8(&) show Auci/U[ and the envelope of 
the maximum and minimum A«c(/ Ui values and their difference 
(dashed line) for X^' = 1. The asymmetric nature of the wake 
response, henceforth wake bias, is clearly evident. Similar wake 
bias was observed for all X~' and all three solutions. The bias 
is symmetric with respect to the phase-shift angle. The bias 
amplitudes are defined from the maximum and minimum of the 
AuJUi difference curves. The extent of the bias varies from 
{x — \)l\ = 4 to 35 for increasing X~'. Recovery is achieved 
at about (jc — 1 )/X = 5 to 25 for increasing X*'. To see which 
terms are instrumental in producing the wake bias, we computed 
the boundary layer and wake averaged values of the first-order 
PE Eq. (12) which is shown in Fig. 8(c) . It is clear that the 
terms 2 and 8 are the dominant terms, followed by terms 3 and 
6 in the near wake. The terms 2 and 8 of the spatial wave in 
Fig. 8(c) are similar to the terms 1 and 7 (in Fig. 4(c) ) , which 
are the only nonnegligible terms for the temporal wave. Recall, 
no wake bias was noticeable for the temporal wave while a 
clear bias is seen for the spatial wave. Therefore, the wake 
bias for the spatial wave, is attributed to the influences of the 
additional nonnegligible terms 3 and 6. These two terms arise 

5. 

-a =0° 
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Fig. 8 Wal<e response: spatial wave, (a) wake centerllne velocity, (i>) 
envelope of maximum and minimum and their difference, (c) averaged 
values of perturbation-expansion equation components. (BL equation 
solutions shown in a and b.) 

from the convective acceleration and an examination of these 
two terms reveals that the bias is a first-order effect due to 
nonlinear interaction between the steady and first-harmonic ve
locity components. 

Traveling Wave 

Boundary-Layer Response. As a first step, an attempt is 
made to compare boundary-layer response to a traveling wave 
with the data. The data were reportedly obtained for a wave 
speed c = 0.77. However, as pointed out by Graham (1993), 
the experiments were performed in an open test section wind 
tunnel with the wave generators fixed at the contraction exit 
walls such that c = 0.5 is, in fact, a more likely value. To clear 
the issue we obtained solutions for both c = 0.5 and 0.77 at 
the experimental values of ^. At c = 0.5 large overshoots were 
observed, while at c = 0.77 there were no overshoots. The data 
(Patel, 1975) show large over shoots. Phase was nearly identical 
for both solutions even though the phase at c = 0.77 showed 
marginally better comparison with data. The solution at c = 0.5 
and data are shown in Fig. 9. Note that Patel's (1975) approxi
mate PE solutions for low and high ^ showed fairly good 
agreement with the data whereas the present solutions show 
better agreement only when the speed is adjusted to a lower 
value. This discrepancy between the present solutions and the 
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Fig. 9 First-harmonic ampiitude and phase at x = 1.0: boundary layer, 
traveling wave 
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data and previous solutions indicates the need for additional 
investigations; both computational and experimental. 

Figure lO(fl) shows Mj/t/j and y versus i] for fixed c and 
variable ^. The c = .3 trends are similar and consistent with 
those for the spatial wave for the range of ^ (i.e., \ " ' ) investi
gated, which, unfortunately is restricted to long and medium 
wave lengths. It was not possible to obtain BL and PE solutions 
for small wavelengths due to the required large (JJ\{\ — ( 1 / 
c)) and associated large response amplitudes. The c = 10 trends 
are similar and consistent with those for the temporal wave, in 
this case, for the complete ^ range of interest. For large ^ and 
c = 1 (not shown here), Mi/f/i displays a nearly linear variation 
across the boundary layer and y displays large leads. For small 
^, the profile is somewhat fuller, although there is no overshoot, 
and y is nearly zero. The streaming velocity (not shown here) 
is minimum. The intermediate c values indicate a smooth transi
tion between the spatial and temporal waves. In Fig. lO(fc) is 
shown uxllJ\ and y versus r\ for fixed ^ and variable c. The 
small ^ response indicates negligible influence of c (i.e., \ " ' ) 
for the long-wave range investigated compared to large î  re
sponse. 

Profiles of maximum overshoot values and their positions 
and wall phase angle values (not shown here) also displayed 
similarity to the spatial and temporal waves for low and high 
values of c, respectively. So also did profiles of UxlVx and y 
versus r\ for fixed f t / i ( l - (1/c)) and X~' values and various 
c values. The boundary layer separation is found to be delayed 
for increasing | and X"'. 

In summary, an additional parameter c is required to explain 
the results compared to the spatial and temporal waves, and the 
small and large c results are similar to those for the spatial and 
temporal wave, respectively. 
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Fig. 10 First-harmonic amplitude and phase atx = 1.0: boundary layer, 
traveling wave, (a) fixed c and variable f, (6) fixed f and variable c (NS 
solutions shown) 

Fig. 11 First-harmonic amplitude and phase at x = 1.5: wake, traveling 
wave (BL equation solutions shown) 

Wake Response. The wake response also showed the lim
iting responses for small and large wave speeds, with the tempo
ral wave response recovered for the large wave speeds and the 
spatial wave response for smaller wave speeds. Note that for 
the specified f range, c — .64 appears to be a mixed condition, 
i.e., in the transition range between the spatial and temporal 
waves. The results for c = 10 on the other hand exhibits the 
temporal-wave characteristics. Shown in Fig. 11 are some typi
cal curves which displays u\H}\ and y versus rj for two values 
of c (.64 and 10) at .x = 1.5. 

For traveling waves with fixed \ " ' (not shown here) and .2 
< c < 5, the results indicate the following. For X."' = .2 and 
low and high c results are similar and consistent with those 
for the spatial and temporal waves, respectively, for the same 
parameter values. The situation is almost similar for waves with 
X~' = 1 except that the response magnitudes and nonlinearities 
for the low c values are extreme, i.e., even larger and more 
complex than those for the spatial wave. 

Wake centerline velocity responses (not shown here) are 
more asymmetric and complex compared to the spatial wave. 
This complexity of the nature of the wake bias is also evident 
in the boundary layer and wake averaged values (also not shown 
here) of the PE Eq. (12). 

Summary and Conclusions 
Results are presented for the model problem of a flat-plate 

boundary layer with temporal-, spatial- and traveling-wave ex
ternal flows. For the temporal wave, close agreement with previ
ous experimental and computational studies is observed. The 
magnitude and nature of the response are small and simple such 
that it is essentially a small disturbance on the steady solution. 
The results are explainable in terms of the single parameter ^. 
Boundary-layer separation is delayed for increasing ^. The wake 
response is smaller in comparison to the boundary-layer re
sponse and no wake bias is observed and plug flow is attained 
with faster recovery for increasing ^. 

For the spatial wave, analogous Stokes-layer behavior is ob
served, but with significantly increased magnitudes and com
plex nature of the response such that it cannot be considered a 
small disturbance on the without-wave solution. Main features 
are explainable in terms of the two parameters X"' and jc/X. The 
boundary-layer response maximum overshoot values require 
l/vRe^ scaling. The boundary-layer separation is delayed for 
increasing X"'. For the wake response, a clear bias is observed. 
This is attributed to nonlinear interaction between the steady and 
first-harmonic velocity components. In the far wake, damped 
oscillatory plug flow is recovered with faster recovery for in
creasing X~'. 

For the traveling wave, an additional parameter, the wave 
speed c is required to explain the results. Poor agreement with 
the previous experimental and computational study is observed 
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for the boundary-layer response magnitude unless the wave 
speed is adjusted to a lower value. The limiting behavior for 
small and large wave speeds approached the spatial and tempo
ral waves, respectively. A smooth transition between the two 
for intermediate values is also observed. The boundary-layer 
separation is delayed for increasing ^ and \ ' . The wake re
sponse also showed similar limiting behaviors for small and 
large c values, except for the extreme response for small c and 
medium X~'. The wake centerline velocity responses were more 
complex compared to the temporal and spatial wave. 

All three flows are of practical importance with regard to a 
large variety of applications. The temporal wave problem has 
wide-spread applications and most of the study up to this date 
has been in this area. The spatial wave is closely related to ship 
hydrodynamics problems involving surface-piercing bodies and 
associated wavy free-surface effects. Undoubtedly, other similar 
applications exist. The traveling wave problem represents a 
more general version of temporal and spatial wave problems 
and has relevance to a host of engineering and technological 
applications such as in helicopter aerodynamics, ship-hydrody
namics, propeller-hull interaction, hydroaccoustics, rotor-stator 
interaction in turbines etc. Previous studies indicate unsteady 
lift effects and complex boundary layer and wake responses for 
foils in the presence of travelling wave unsteadiness. The pres
ent model problem provides basic information on oscillatory 
external-flow pressure gradient effects on boundary layer and 
wake without complexities facilitating the identification of the 
essential features of the three flows. These studies are critical 
to enhance our understanding of some features which are more 
fundamental in nature such as the role of such outer waves on 
the generation and sustenance of the underlying small scale 
turbulence and their possible interactions. While some work has 
been done on temporal waves, the results of the present study 
indicates that further efforts are required to determine the nature 
of the interaction between the mean and turbulent motions; 
since, it appears that the conclusions found for temporal waves 
are not necessarily applicable to spatial and traveling waves, at 
least for laminar flows. This is especially true for travelling 
waves where there is enough evidence that the wave speed has 
a major effect on the boundary layer and wake responses and 
very little is known regarding the effect of responses on turbu
lent quantities. 
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Free-Surface Wave-Induced 
Separation 
Free-surface wave-induced separation is studied for a surface-piercing NACA 0024 
foil over a range of Froude numbers (0, .2, .37, .55) through computational fluid 
dynamics of the unsteady Reynolds-averaged Navier-Stokes and the continuity equa
tions with the Baldwin-Lomax turbulence model, exact nonlinear kinematic and ap
proximate dynamic free-surface boundary conditions, and a body/free-surface con
forming grid. The flow conditions and uncertainty analysis are discussed. A topologi
cal rule for a surface-piercing body is derived and verified. Steady-flow results are 
presented and analyzed with regard to the wave and viscous flow and the nature of 
the separation. 

Introduction 

Free-surface wave-induced separation (i.e., separation solely 
due to free-surface wave-induced effects) involves the complex
ities of free-surface deformations, vorticity, and turbulence in 
addition to the already formidable subject of 3-D boundary-
layer separation. Such effects are a unique and poorly under
stood problem of ship and platform hydrodynamics due to wave-
making and/or ambient waves and are important with regard 
to ship performance and signatures and platform stability. 

The phenomenon was first identified by Chow (1967) using 
vertical (surface-piercing) and horizontal (submerged) foils, 
which were designed for insignificant separation at large depths. 
It was also studied by Stern et al. (1989, 1993) using a foil-
plate model (surface-piercing flat plate with attached wave-
generating upstream horizontal submerged foil). These studies 
showed the dependence of the streamwise and depthwise extent 
of the separation region on Froude number (Fr) and wave steep
ness and that the transverse extent is wedge shaped with signifi
cant free-surface vorticity and turbulence. Stem et al. (1986, 
1989,1993) additionally obtained computational fluid dynamics 
(CFD) solutions for a Stokes-wave/flat-plate flow, which simu
lates the experimental geometry. In comparison to the experi
mental data, the extent is grossly over/under predicted for the 
laminar/turbulent solutions. However, the computed separation 
region is qualitatively similar and indicates a saddle point of 
separation and a nodal point of attachment on the plate and the 
free-surface, respectively, and associated vortical flow. Beaver 
(1991) and Pogozelski et al. (1994) also performed experimen
tal studies for surface-piercing foils, however, their focus was 
on bow flow and yaw effects, respectively. Also of relevance, 
are other studies on steady and unsteady 3-D separation and 
wave breaking. 

The present project was initiated specifically to study free-
surface wave-induced separation through CFD and towing-tank 
experiments for a surface-piercing NACA 0024 foil (Fig. 1). 
As with Chow's foil, the NACA 0024 foil has insignificant 
separation at large depths. The approach is a combined effort 
whereby the CFD and experiments provide cross guidance for 
development and validation. This paper solely concerns the 
CFD, as the experiments are in progress, although some prelimi
nary data are included. 

In the following, descriptions are provided of the computa
tional method, conditions, and uncertainty analysis. A topologi-
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cal rule for a surface-piercing body is derived. Then, results are 
presented for both zero and nonzero Fr. The approach of Chap
man and Yates (1991) for describing 3-D separation is used in 
conjunction with the TOPO module of the FAST flow visualiza
tion program (Globus et al., 1991) to facilitate the analysis. 

Computational Method 

The CFD method is the method of Tahara and Stem (1994a) 
for solving the Reynolds-averaged Navier-Stokes (RANS) and 
continuity equations with the Baldwin-Lomax turbulence 
model, exact nonlinear kinematic and approximate dynamic 
free-surface boundary conditions, and a body/free-surface con
forming grid. The method was shown to be one of the best at 
the recent CFD Tokyo Workshop (1994). The workshop indi
cated that the status of CFD for ship hydrodynamics is such 
that the steady resistance and flow are nearly at the accuracy 
of the data, although certain detailed flow features of the wave 
pattern and viscous flow are inadequately resolved, indicating 
the need for improvements in both numerics (iterative and grid 
convergence and accuracy) and modeling (geometry, turbu
lence model, and free-surface boundary conditions). Such im
provements are expected to follow in conjunction with exten
sions for applications to more complex flows and, in particular, 
unsteady flowg. Herein, the method is further assessed through 
the present application of steady free-surface wave-induced sep
aration. We recognize the shortcomings of the Baldwin-Lomax 
turbulence model for separated flows. However, its use is justi
fied by the combination of lack of knowledge and complexity 
of the present problem and that there is no accepted alternative. 
Also, unsteady-flow effects are important and under investiga
tion, but beyond the scope of the present paper. 

The method is based on modifications and extensions of the 
precursory interactive approach of Tahara et al. (1992) and 
Tahara and Stern (1994b). The core viscous-flow solver is 
based on Chen and Patel (1989,1990) which has been validated 
for a variety of benchmark cases and applications. Stem et al. 
(1996) provide a detailed description, including extensions for 
naval combatants with bulbous bows and transom sterns utiliz
ing multi-block domain decomposition and propeller-hull inter
action utilizing the method of Stem et al. (1994). The following 
provides a summary. 

The unsteady RANS and continuity equations are trans
formed from Cartesian coordinates {X, Y, Z) in the physical 
domain to numerically-generated, boundary-fitted, nonorthogo-
nal, curvilinear coordinates (^, 77, t,) in the computational do
main. A partial transformation is used, i.e., coordinates but not 
velocity components {U,V,W). The equations are solved using 
a regular grid, finite-analytic spatial and first-order backward 
difference temporal discretization, PISO-type pressure {P) al-
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Fig. 1 Surface-piercing NACA 0024 foil: Fr = 0.37, free-surface conforming grid 
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Fig. 2 Half-solution domain 

gorithm, and the method of lines. For steady flow, time serves 
as a convergence parameter and the grid is updated at each time 
step to conform to both the body and free surface. 

It was only possible to obtain steady solutions when a half 
solution domain was used, which apparently is equivalent to a 
splitter plate. Referring to Fig. 2, the specified boundaries are 
the body surface Sb, the exit plane S^, the symmetry plane S^, 
the outer boundary S^, the deep boundary S^, and the free-
surface SI; (or simply C,) which for zero Fr becomes the symme
try waterplane S„,. The boundary conditions for zero Fr are: on 
Sh, {U, V, W) = dPIdn = 0 (where n is normal to the body); 

on Se, axial diffusion and pressure gradient are assumed negligi
ble, i.e., 5 ' ( [ / , V, W)ldX^ = dP/dX = 0; on S,, d{U, W, 
P)ldY = V = 0; on 5„ and S„, d{U, V, P)/dZ = W = 0; and 
on 5„, U = U„, W = dP/dn = 0 (where n is normal to the 
surface), and V is determined from the continuity condition. 
For nonzero Fr, the boundary conditions are similar, except on 
SI;, where exact nonlinear kinematic and approximate dynamic 
free-surface conditions are applied on the exact free surface, 
which is determined as part of the solution; i.e., the dynamic 
conditions d(U, V, W)/dZ = 0 and P = ^/Fr^ are applied to 
velocity and pressure with C, determined through the solution 
of the exact nonlinear kinematic condition using a Beam and 
Warming linear multi-step scheme with both explicit and im
plicit 4th-order artificial dissipation and local time stepping 
based on the local velocity magnitude. The boundary conditions 
for C, are: on So, dl^/dn = 0; and on Se, d^ldX = 0. 

The grids are obtained using both elliptic and algebraic meth
ods. A base body-conforming C-grid is generated using a 2-D 
elliptic method, which includes the geometry above the wa
terplane S„. Subsequent body/free-surface conforming grids are 
constructed utilizing the 2-D base grids at each 5, C,(x, y, t) 
solution, ^-coordinate interpolation, and stacking to form the 
complete 3-D grid. In order to accurately compute the free-
surface elevation, finer grids are generated on the free surface 
and used in the solution of the kinematic condition, such that 
the numbers of grid points are doubled in the ^ and rj directions, 
and linear interpolation is used to transfer information between 
the free-surface and viscous grids. 

Conditions and Uncertainty Analysis 

The conditions simulate the experiments, i.e., Fr = (0.2, 0.37, 
0.55) and the corresponding Re = (0.822, 1.52, 2.26) X 1 0 \ 
Additionally, a zero Fr solution was obtained, which is equiva-

N o m e n c l a t u r e 

Cdp = pressure drag coefficient 
Cft = drag coefficient 
Cf = frictional drag coefficient 
Cp = pressure coefficient 
Fr = Froude number, UooHgL 
L = characteristic length (foil chord 

length) 
N = node 

N„ = node of attachment 
Â j = node of separation 
P = pressure 

^x, <iy, ^z = vorticity-flux compo
nents in Cartesian coordi
nates 

Re = Reynolds number, U„L/v 
S = saddle 

Sa = saddle of attachment 
5s = saddle of separation 

f/oo = freestream velocity 
U, V, W = velocity components in 

Cartesian coordinates 
X, y, z; 

(X, Y, Z) = Cartesian coordinates 

Ur = wall-shear velocity, t/^ = 

y* = near-wall spacing, y^ = 
yUr 

V 

e = grid-convergence parameter 
(,, T], C, = transformed coordinates 

uj^, ujy, (JO^ = vorticity components 
T,„ = wall shear stress 
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Fig. 3 Surface pressure: Fr = 0 

lent to the deep solutions for nonzero Fr. The grids used are 
discussed next in conjunction with uncertainty analysis. The 
ASME guidelines for numerical uncertainty (Freitas, 1993) are 
observed through iterative and grid convergence tests and an 
order-of-accuracy study. Note that the derivation of the finite-
analytic method precludes term-by-term error analysis and that 
equation error depends on both cell Re and aspect ratio. Iterative 
convergence was established for all cases by reduction of the 
residuals by at least three orders of magnitude to 10~'/10~^ 
taking lOVlO"* iterations for zero and nonzero Fr, respectively. 
Grid convergence tests were done for (Fr, Re) = (0, 1.52 X 
10''). Grid convergent solutions (i.e., solution differences e s 
2%) were obtained for: 111X30 grid points; with body bound
ary-layer and wake and leading- and trailing-edge clustering; 
aspect ratio = 100-450; and near-wall spacing y"̂  < 5. On this 
basis, three grids were selected for Richardson's extrapolation 
for determination of the spatial order n and 3« benchmark solu
tion under the assumption of equal dimensional spatial order 
(i.e., only three grids were used). Unfortunately, the result was 
problematic in that the entire solution did not display asymptotic 
limit behavior (i.e., monotonically decreasing e), e.g., the sur
face pressure (Fig. 3) and (Q, , Qp) indicated n = 1.68 and 
(1.4, 1.1), respectively, whereas Q indicated monotonically 
increasing e. However, as already noted, for noninteger refine
ment and decreasing y*, Ur indicated monotonic convergence 
with e s 2 percent. Analysis for laminar flat-plate boundary 
layer and fully developed annular flow with Re = 10' - 10" 
and uniform grids with aspect ratio = 5 - 1 1 2 indicates « = 
1.5 - 2.5. The Fr = (0.2, 0.37, 0.55) solution grids were similar 
to that described above, but with 111 X 30 X 20 points, near 
free-surface stretching, and y^ = (3, 5, 8), respectively. The 
calculations were performed on C90 supercomputers and re
quired 2.55 sec CPU per time step and 8 MW (mega words), 
with an efficiency of 200 MFLOPS. 

Topological Rule for a Surface-Piercing Body 

Topological study has played an important role in the analysis 
of separated flows. The theories of topology provide the rules 
which apply to flows that are kinematically possible. Several 
rules for skin-friction lines have been established which apply to 
different flow-geometry configurations. Tobak and Peak (1982) 
summarized the following rules: 

(a) For an isolated closed 3-D body: 

£ y V - X S = 2 (1) 

{b) For a closed 3-D body (5 ) connected to a plane wall 
(P) , the total number of nodes and saddles on the body and 
the wall (P -I- B) satisfies: 

( I iV - I S)p^B = 0 

( I Â  + 2) - I 5 = 2. 

(2) 

(3) 

There are no existing topological rules for a free surface or 
surface-piercing bodies. Observation suggests that a free surface 
plays an important role in the topological structure of such 
flows. As a first approach, the rules for skin-friction lines are 
applied to the free-surface streamlines and the free surface is 
considered as a plane wall topologically. These assumptions 
remove the apparent inconsistency of combining the free-sur
face and body-surface streamline vector fields. Since the body 
goes to infinity at the deep end, the topological rule can be 
deduced by introducing a plane of symmetry at the deep end 
[ following the idea of Hunt et al. (1978) in the derivation of 
topological rule for a junction of two pipes] and considering 
the body and the wall, (B + P), and their mirror image about 
the plane of symmetry, {B' + P'), as a closed 3-D body. 
Because of the three dimensionality of the flow, saddles and/ 
or nodes exist at the plane of symmetry. So, for the whole 
system, the rule is: 

[ ( I ^ - I S)p+fl + 2] + [ ( I /V - I S)p,B + 2]i„„,, 

+ Y,N* -Y.S* = 2 (4) 

where A'''" and 5* denote nodes and saddles on the plane of 
symmetry at the deep end of the body. Therefore, the topological 
rule for a surface-piercing body can be obtained by taking half 
of (4), that is: 

(lA'p+B + i l A T * ) a: S,,s + kl^ S*) ̂  -1 (5) 

where N and S and 'LN and ^S denote single and total number 
of nodes and saddles, respectively. 

Since only a half domain is calculated for steady flow, in the 
following discussion, nodes and saddles not at the center plane 
will be counted twice without further explanation. Also, note 
that some node-saddle-node (N-S-N) and/or saddle-node-sad
dle (S-N-S) combinations are so clustered that it is difficult to 
distinguish among them. In this case, they are considered as 
one node and/or saddle, respectively, from the point of view 
of a larger scale. This normally will not cause difficulties in the 
study of topological structure of the flow (Chapman and Yates, 
1991). 

Solutions and Discussions 

Fr = 0. Figure 3 provides a comparison of the surface 
pressure with the inviscid solution. The Cp values are nearly 
the same as the inviscid theory, but with reduced pressure mini
mum and elimination of the erroneous trailing-edge stagnation 
point. Included are all three solutions used for Richardson's 
extrapolation and the extrapolated benchmark. The wall-shear 
stress is consistent with expectation, although a small region of 
separation over the last 3 percent L is present (refer to deep 
solutions for nonzero Fr). Fig. 4(a) presents the drag coeffi
cients for the Fr = 0 solution. Since no data for NACA 0024 
is available, comparison is made with NACA 0025 and 0012 
data, (Hoemer, 1951). The frictional drag coefficient C/de
creases with Re; the pressure drag coefficient C^p shows a small 
increase with Re; and the total drag coefficient shows a mild 
decrease with Re due to the combined effects of the C/(Re) 
decrease and Qp(Re) increase. The Q, values are between 
those for the NACA 0025 and 0012 data; however, the rate of 
decrease with Re is larger than indicated by the data. 

The flow has no significant separation: it attaches to the foil 
along a line of attachment at the leading edge and leaves the 
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surface along a line of separation at the trailing edge. However, 
for the purpose of topological description, only one point on 
the attachment/separation line is designated as the node of at
tachment/separation, respectively. Corresponding to the node 
of attachment and node of separation, there are two saddles on 
the free surface (at the leading and trailing edges) and two 
saddles at the deep end [refer to Fig. 9 (a ) , the topological 
structure of Fr = 0.20]. The entire pattern satisfies (5). 

Fr = 0.20, 0.37, and 0.55. For the nonzero Fr cases, in 
order to show the wave effects on the global parameters of the 
flow, Fig. 4(i)) presents both the pressure and frictional drag 
difference coefficients, which are obtained by subtracting the 
deep solution. As Fr increases, the pressure drag coefficient 
increases due to the effects of the bow wave. The frictional 
drag coefficient, on the other hand, decreases as Fr increases 
from 0.2 to 0.37 and then increases a little as Fr increases 
further to 0.55, which is consistent with the size changes of the 
separation region. 

Figure 5 shows the wave profiles along the body and compari
son with preliminary experimental data. The CFD solutions 
show several important features of the profiles. At Fr = 0.2, 
the wave profile is similar to a typical ship wave profile and 
the wave length is slightly greater than the wave length given 
by Kelvin wave theory {\ = IT: Fr^). At Fr = 0.37 and 0.55 
separation occurs for x < X. and the wave profiles are different 
from those of ships. The wave profile is relatively flat in the 
separation region and the flat region is smaller for Fr = 0.55 
than Fr = 0.37. Data are shown for both low and high Re, with 
the latter corresponding to the conditions of the CFD. For Fr 
= 0.2, the wave profile shows very close agreement with the 
data and the data shows no Re dependence. For Fr = 0.37 and 
0.55, the CFD solutions are qualitatively similar with the data; 
however, the agreement is better with the low Re data. The 
minimum/maximum amplitudes in the separation region shown 
for the Fr = 0.37 and 0.55 data indicate the degree of unsteady 
effects. The bow-wave peak for Fr = 0.37 and 0.55 are 6.2 
percent L and 14 percent L, respectively. 

Figure 6 shows the free-surface perspective view with the 
wave elevation enlarged by 5. For Fr = 0.2, the perspective 
view of the free surface shows a pattern which is similar to 

ship flow. For Fr = 0.37, it shows a different wave system from 
that of the low Fr case. The bow wave becomes more significant; 
the wave steepness is larger; and the free-surface is relatively 
flat in the separation region, except for depressions near the 
vortex cores. For Fr = 0.55, the free-surface has an even more 
compUcated wave system, with increases in bow-wave peak, 
wave steepness, and distortion of the free surface in the separa
tion region. 

The body-surface pressure and wall-shear stress contours are 
presented in Figs. 7 and 8, respectively. The separation regir.n 
is shown by the negative wall-shear stress values. For Fr = 
0.20, the wave effects are limited to a region very close to the 
free surface and the separation region is very small. The flow 
recovers to 2-D at about z = -0 .3 . For Fr = 0.37, the wave 
effects become strong, extend to about z = - 1 , and the separa
tion region at free surface is about 78 percent L. For Fr = 0.55, 
the wave effects become even stronger and extend to about z 
= -1.2. The separation region is about 54 percent L, which is 
smaller than Fr = 0.37 since the point of separation is pushed 
down stream. For all the three Fr, the deep solution pressure 
shows agreement with the Fr = 0 solution. They also all indicate 
no significant separation at the deep end. 

Figures 9 ( a - c ) are sketches of the topological structure of 
the flow and are based on examination of the flow as per, e.g.. 
Figs. 10, I I , and 12. Figure 10 shows an example of the body 
skin-friction lines and the free-surface streamlines. Figure 11 
shows the cross section vectors in three planes. Figure 12 pre
sents the vortex cores and focal points obtained by the FAST 
analysis. 

For Fr = 0.2 (Fig. 9(fl)), although the separation region is 
relatively small, it shows a different topological structure from 
Fr = 0. The flow still attaches to the foil along the node line, 
but the Hne of attachment in Fr = 0 bifurcates into a node of 
attachment (Nl ) at z = — .03 on the body surface and a saddle 
of attachment (SI) at the juncture of the free surface and body 
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Fig. 5 Wave profiles; (a) Fr = 0.20, [b) Fr = 0.37, and (c) Fr = 0.55 
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Fig. 6 Free-surface perspective view 

surface. The flow that reaches the body above the nodal point 
will have a positive vertical velocity component; it goes upward 
to the free surface and forms the bow wave and the saddle 
(SI) . The flow that reaches the body below this node (Nl ) 

will have a negative vertical velocity component, which de
creases with depth and tends to zero at the deep end. 

The flow is attached to the foil for more than 95 percent of 
the foil surface. It separates at the saddle of separation (S2) at 
X = 0.94 on the free surface, and the separation region extends 
downward to z = -0.04. On the free surface, the separated flow 
forms a tiny recirculation region, which extends to x = 1.02, 
where another saddle point (S3) is located. On the body surface, 
associated with the saddle of separation (S2), there is a saddle-
node-saddle combination, where flow from the saddle points 
are attracted toward the node (N2) and leaves the surface at 
this nodal point to form the recirculating flow. There is another 
node (N4) at x = 0.96, z = -0 .2, due to the bifurcation of the 
line of separation in Fr = 0 into a Ns - Sj - Ns — 5s combination 
near the trailing edge. In general, the whole separation region 
is very small in scale and has no significant effect on the whole 
flow field. There are five nodes and three saddles on the body 
surface, two nodes and four saddles on the free surface, and 
two saddles at the deep end; the entire pattern satisfies (5). 

For Fr = 0.37 (Fig. 9(^7)), the topological structure of the 
flow is significantly different from that of the low Fr case. The 
flow still attaches to the foil in a similar pattern as in Fr = 0.20 
case, but since the wave effect is stronger, the saddle point (SI) 
at the foil/free-surface juncture goes off the body to about x = 
-0.02 on the free-surface. Correspondingly, the node of attach
ment (Nl ) goes downward to z = -0.12. A bow vortex (also 
called a necklace vortex) is formed in this node-saddle region 
and it goes downstream along the body before the flow sepa
rates. 

The flow is attached to the foil until it reaches the saddle 
point (S2) at J: = 0.22. The separatrix of this saddle point forms 
the boundary of the separation region on the free surface. Below 
the free surface, the flow separates along the line of separation 
(separatrix), which emanates from the saddle of separation 
(S2). This line of separation goes downstream toward the trail
ing edge as well as toward the deep end; before reaching the 
trailing edge, it turns to form a node of separation (N2) at x = 
0.98, z = -0.22. The extension of the separation lines on the 
free surface and foil surface toward the off body 3-D flow forms 
a separation surface which envelops the recirculation region. 
Near the trailing edge, flow from the non-separated region is 
attracted into the separation region by the node of separation 
(N2). The whole recirculation region extends to x = 1.3 in the 
wake, where there is a node of attachment (N5) to the free 
surface. Near this node of attachment, flow from the upstream 
and below the free surface is entrained toward the free surface 
and it rolls up to form two vortices; one goes downstream into 
the far wake and the other goes upstream to join the recirculating 
flow. The flow driven by this upstream going vortex rolls up 
again before it reaches the separation surface and forms another 
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Fig. 7 Body-surface pressure contours 
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Fig. 8 Wall-shear stress contours 

vortex, which is considered the major (in scale) vortex of this 
flow. This major vortex drives flow upward to the free surface. 

In the separation region, at x = 0.S2, z = -0.21 on the body 
surface, there is another saddle (S3), and another node (N3) 
associated with this saddle. A part of the flow entrained toward 
the foil from the wake by the upstream going vortex leaves the 
body surface at this saddle-node region and forms a secondary 
separation, which results in a minor (in scale) vortex off the 
body surface. The saddle point from which the secondary sepa
ration originates also affects the formation of the major vortex. 
It divides the major vortex into two parts; the upper part goes 
upward to the free surface and the lower part goes back into 
the recirculation region in the wake. On the free surface, the 
flow is mainly entrained toward the free surface in the separation 
region, but, part of it will be entrained back to the recirculation 
region; the rest will go to the wake. 

In general, at Fr = 0.37, separation is very significant both 
in scale and influence on the whole flow field. On the free 

I FreB Surface 

1 j J Body Surfaca I 

Fig. 9 Topological structures: (a) Fr = 0.20, (b) Fr = 0.37, and 
(c) Fr = 0.55 

surface the separation region is about 78 percent L, and it ex
tends to z = -0.25 to the deep end. There are five saddles and 
three nodes on the free surface, five nodes and three saddles on 
the body surface, and two saddles at the deep end of the foil; 
the entire pattern satisfies (5). 

For Fr = 0.55, Fig. 9(c) , the topological structure has some 
common features as well as differences as compared with the 
Fr = 0.37 case. The flow still attaches to the foil with a combina
tion of N„ — S,, and a bow vortex; this is very similar as in Fr 
= 0.37. The effect of high Fr forces the saddle of attachment 
(SI) further upstream to about x = -0.10 and the node of 
attachment (Nl ) further downward to z = -0.16. On the free 
surface, the separation point (S2) moves further downstream 
to X = 0.54 and the separation region is smaller than Fr = 0.37. 
On the body surface, the flow separates along the separatrix 
(line of separation) of this saddle of separation. This line of 
separation turns as it goes downstream and deep and it forms 
a node of separation (N2) at ;c = 0.67 and z = -0.16. This 
node of separation attracts flow from the surrounding region 
along the body surface and the flow leaves the surface at this 
point into the recirculation region. Below and downstream of 
this point there is a saddle of separation (S3) at ;c = 0.76, z = 
-0.24. Flow leaves the foil surface along the separatrix of this 
saddle point. Very similar as in the Fr = 0.37 case, there is a 
node point (N5) at x = 1.3 on the free surface. This node of 
attachment on the free surface attracts flow toward the free 
surface. Before flow reaches the free surface it rolls up to form 
two vortices; one goes to the wake and the other goes upstream 
into the recirculation region. The upstream going vortex attracts 
flow from the saddle of separation (S2) and the free surface 
and then the flow reattaches to the foil at a node of attachment 
(N3) at X = 0.93, z = -0.15. The flow attached to this nodal 
point will go to the node of separation (N2), the saddle of 
separation (S3), and the free surface. 

Since the separation point is pushed down stream by the high 
Fr effect, the upward flow entrainment to the free surface is not 
as strong as the Fr = 0.37 case in the afterbody region and no 
corresponding vortex is observed in the flow field. However, 
on the free surface, the topological pattern is very close to Fr 
= 0.37 case. There are three nodes and five saddles on the free 
surface, five nodes and three saddles on the body surface, and 
two saddles at the deep end; the entire pattern satisfies (5). 

Also presented and discussed are the vorticity and vorticity 
flux on the body and free surface for Fr = 0.37 (Figs, 13 and 
14), which provides additional insight on wave and separation 
effects on vorticity. Vorticity flux is defined in analogy to heat 
flux: qi = -rij (doji/dxj), where positive and negative values 
correspond to vorticity sinks and sources, respectively. The 
three components of vorticity flux in Cartesian coordinates are; 
on the body surface. 
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Fig. 10 Body-surface sl<in-friction lines and free-surface streamilnes 
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On the body surface, q^ and q, mainly depend on the pressure 
gradient p^, so they are zero at the deep end, where p^ = 0. 
Close to the free surface, there are sources of ŵ  in the region 
of jc < 0.5, z > -0 .3 and a part of the separation region and 
sinks near the saddle of separation and near the trailing edge 
below the separation region. The contours of qy indicate that 
there are two major sinks of uiy near the leading- and trailing-
edge areas and a small area of source of vorticity in the separa
tion region. Another component of vorticity flux q^ dominates 
the vorticity flux in magnitude and area. Since q^ is related to 
the axial pressure gradient, its value is significant even at the 
deep end, where a favorable pressure gradient causes a strong 
source of vorticity on the forebody and the adverse pressure 
gradient causes a strong sink on the afterbody. Close to the free 
surface, the source of vorticity in the leading-edge area increases 
in both magnitude and area; in the separation region, sources 
of vorticity are dominant, although some minor sinks also exist. 
Since q^ is dominant over q^ and q, in magnitude, the effects 
of separation on vorticity on the body surface can be summa
rized as an increase in area and magnitude of vorticity sources. 

On the free surface, the vorticity-flux contours show a source 
of ujx on the forebody and mainly sinks in the separation region. 
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Fig. 13 Vorticity contours on (a) free-surface and {b) body surface, Fr = 0.37 
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Fig. 14 Vorticity-fiux contours on (a) free-surface and (b) body surface, Fr = 0.37 

The contours of qy show sinks of Wy on the free surface and a 
very small region of sources in the separation region. The q^ 
contours indicate sinks of vorticity over most parts of the free 
surface. In general, the free surface is a sink of vorticity; the 
vorticity generated at the body surface fluxes into the free sur
face. However, the magnitude of the vorticity generation on the 
body surface is much larger than that of the vorticity flux into 
the free surface, so the rest of vorticity goes into the wake. It 
should be noted that the approximations made in the free-surface 
boundary conditions (i.e., U^ = 0 and V^ = 0) introduces uncer
tainty in the vorticity components uj^ and ujy at the free surface 
and therefore to the vorticity fluxes. More detailed investigation 
is needed to determine the nature and magnitude of this uncer
tainty. 

Concluding Remarks 
Free-surface wave-induced separation is studied for a surface-

piercing NACA 0024 foil over a range of Fr through CFD of 
the unsteady RANS and continuity equations with the Baldwin-
Lomax turbulence model, exact nonlinear kinematic and ap
proximate dynamic free-surface boundary conditions and a 
body/free-surface conforming grid. Uncertainty analysis is dis
cussed through iterative and grid convergence tests and an or-
der-of-accuracy study. The topological rule for a surface-pierc
ing body is derived and verified. Zero and nonzero Fr flow 
results are presented and analyzed with regard to the wave and 
viscous flow and nature of the separation. 

The study indicates that a surface-piercing NACA 0024 foil 
facilitates isolation of free-surface wave-induced separation 
with a scale sufficient for detailed CFD and experimental analy
sis. The drag coefficients, free-surface waves, and the separation 
patterns are all Fr dependent. The bow-wave peak increases 
with Fr and the separation region increases as Fr increases 
from small (0.20) to medium (0.37) and then decreases as Fr 
increases further to high (0.55). Associated with the wave pat
tern, the pressure drag coefficient increases with Fr and the 
frictional drag coefficient increases and then decreases with Fr 
as per the separation region. The separation region is relatively 
flat at medium Fr (0.37) and becomes highly distorted at high 
Fr (0.55). The separation pattern and vortex system are compli
cated and Fr dependent. For medium Fr (0.37), the flow has 
two major vortices in the separation region, one goes up to the 
free surface and the other goes downstream into the wake. There 
is also a secondary separation and associated vortices but the 
scale is much smaller. The free surface is mainly a sink of 
vorticity. A part of the vorticity generated at the body surface 
fluxes up into the free surface and the rest goes to the wake. 
This study also shows that the flow is naturally unsteady for 
higher Fr and the steady-state solution can be obtained only 
when a half domain is used with a symmetry boundary condition 
on the center plane. 

The study is useful both in providiiig insight on this compli
cated problem and for guidance of the experiments. However, 
there are several uncertainty issues which need to be addressed 
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in future work. The numerical uncertainties are relatively small 
in comparison to the modeling uncertainties such that future 
work should focus on the latter. First, more study is needed to 
evaluate the performance of a hierarchy of turbulence models 
for prediction of free-surface wave-induced separated flows. 
Second, more study is needed in the determination of the inaccu
racy of the approximations used for the free-surface boundary 
conditions and further developments for more accurate treat
ments. Third, in order to understand the unsteady-flow effects, 
further CFD study is needed to obtain time-accurate unsteady 
solutions. Meanwhile, experimental data is required to validate 
the CFD. Finally, more mathematical study is required for vali
dation of the topological rule. 
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Angular Bias Errors in Three-
Component Laser Velocimeter 
IVIeasurements 
For three-component laser velocimeter systems, the change in projected area of the 
coincident measurement volume for different flow directions will introduce an 'angu
lar' bias in naturally sampled data. In this study, the effect of turbulence level and 
orientation of the measurement volumes on angular bias errors was examined. The 
operation of a typical three-component laser velocimeter was simulated using a 
Monte Carlo technique. Results for the specific configuration examined show that for 
turbulence levels less than 10 percent no significant bias errors in the mean velocities 
will occur and errors in the root-mean-square (r.m.s.) velocities will he less than 3 
percent for all orientations. For turbulence levels less than 30 percent, component 
mean velocity bias errors less than 5 percent of the mean velocity vector magnitude 
can be attained with proper orientation of the measurement volume; however, the 
r.m.s. velocities may be in error as much as 10 percent. For turbulence levels above 
50 percent, there is no orientation which will yield accurate estimates of all three 
mean velocities; component mean velocity errors as large as 15 percent of the mean 
velocity vector magnitude may be encountered. 

1 Introduction 
In simple free shear layers, such as wakes and jets, there is a 

single dominant mean velocity component in the "streamwise" 
direction. The other two mean velocity components, the "sec
ondary-flow" velocities, are typically an order of magnitude 
smaller than the streamwise mean velocity. The angular bias 
which is the subject of this study can introduce errors in the 
streamwise and secondary-flow mean velocities which are up 
to 10-15 percent of the mean streamwise velocity. As a result, 
the secondary flow velocities (which determine the flow pattern 
in the cross-flow plane) can be in error by more than 100 
percent. Understanding the effects of this type of bias, and how 
to avoid them, can be critical to obtaining useful and reliable 
information from laser velocimeter measurements. 

McLaughlin and Tiederman (1973) identified and defined 
the general category of statistical bias. They argued that the 
measurement rate N for a laser velocimeter is given by ^ = 
N"'Ap\V\ where A'"' is the number concentration of scattering 
particles, \V\ is the magnitude of the instantaneous velocity 
vector and Ap is the area of the measurement volume projected 
on a plane normal to the velocity vector. From this equation, 
they deduced that for uniform particle concentration and con
stant Ap, N will be proportional to 1^1. For a turbulent flow 
where the velocity varies, more measurements will be acquired 
during periods of high velocity than when the velocity is low, 
and biased statistics will result. This is generally referred to as 
"velocity bias." Angular bias results from the change in the 
projected area of the measurement volume Ap for different ve
locity vector directions. This type of bias was alluded to in 
McLaughlin and Tiederman (1973) and Edwards et al. (1987) 
as well as Dimotakis (1976), but has received little attention. 

Other types of bias errors have been identified in the past. 
Whiffen et al. (1979) discussed fringe bias (sometimes called 
angular bias), which is caused by the requirement that a particle 
cross sufficiently many fringes as it transits the measurement 
volume. This bias can be eliminated by frequency shifting. A 
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geometric bias associated with the imposition of temporal coin
cidence requirements in three-component velocity measure
ments was identified by Brown (1989), and recommendations 
for the appropriate setting of the coincidence time window were 
made. 

Since angular bias is a type of statistical bias, methods for 
eliminating statistical bias should be effective in combatting it; 
however, these methods are often impractical for three-compo
nent laser velocimeters. Edwards et al. (1987) oudined sam
pling schemes which result in data which is free of statistical 
bias. All the schemes required that the particle arrival rate be 
at least five times the temporal Taylor microscale. For three-
component laser velocimeter systems, it is often impossible to 
meet this requirement. Several generic features of three-color 
three-component laser velocimeter systems contribute to this 
behavior. These include the smaller size of the coincident mea
surement volume, which requires a higher particle concentra
tion. (Quite often, attenuation of the incident laser beams and 
the scattered light limits the maximum particle concentration.) 
Obtaining coincidence on three measurement channels and the 
use of the weaker violet line of the Argon ion laser for the third 
component also contribute to a lower measurement rate. As a 
result, statistical bias often cannot be eliminated by sampling 
appropriately and the bias must be either corrected for, or mini
mized. 

Many schemes have been proposed to correct for statistical 
bias. In Edwards et al. (1987), it was concluded that the 
weighting scheme proposed by McLaughlin and Tiederman 
(1973) was unreliable for one- or two-component measure
ments because the actual magnitude of the velocity was un
known and Ap varies. When using a three-component laser velo
cimeter, the magnitude of the velocity vector is known and so 
the weighting scheme of McLaughlin and Tiederman can be 
used to correct for velocity bias. This does not, however, correct 
for the change in Ap with velocity vector direction. Dimotakis 
(1976) suggested that the effect of area change could be cor
rected for by empirically determining the projected area in all 
possible directions. This can be impractical. 

For turbulent flows, statistical bias errors in individual-real
ization laser velocimeter measurements using natural sampling 
are inevitable. The portion of the bias related to the variation 
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in the velocity magnitude can be corrected by weighting with 
the velocity magnitude. The effect of the change in projected 
area, however, must also be considered. This effect can be 
minimized by choosing the appropriate orientation for the mea
surement volumes. In what follows, we present simulations of 
a typical laser velocimeter system in which the turbulence level 
and the measurement volume orientation relative to the mean 
velocity vector are varied systematically. The angular bias errors 
in the calculated velocity statistics are identified. The results 
show how angular bias will affect the results of measurements 
and are used as the basis for recommendations regarding mea
surement-volume orientations which minimize the effect of an
gular bias. 

2 Simulation Methods 

The performance of a typical three-component laser veloci
meter configuration was simulated using a Monte Carlo method. 
The laser velocimeter system was assumed to consist of a two 
component sub-system and a single-component sub-system with 
their measurement volumes at the same point in space. The 
individual measurement volumes were 25:1:1 ellipsoids of revo
lution. The long axes of the elUpsoids crossed at an angle of 
45 deg (see Fig. 1 (a)). The coincident measurement is roughly 
2.6:1.1:1 but is not ellipsoidal: its shape is discussed below. 
Independent particles passing through the space surrounding 
the measurement volumes were modeled. The particles were 
distributed randomly in space and their vector velocities con
formed to Gaussian isotropic turbulence with a prescribed turbu
lence intensity. 

The measurement volumes intersected at the center of a box 
in three-dimensional space. Each side of the box had a length 
equal to the major diameter of the ellipsoidal measurement 
volumes. The three coordinates describing the position of a 
particle in the box enclosing the ellipsoids were generated using 
uniform random number generators. The instantaneous velocity 
vector was the sum of a specified mean velocity vector in the 
streamwise direction (x-direction) and of a fluctuating velocity 
vector. Each component of the fluctuating velocity vector was 
generated separately using Gaussian random number generators 
with a specified standard deviation (turbulence intensity). A 
unique path for each particle was determined from its position 
and the vector velocity. If the particle path passed through the 
intersection volume of the two ellipsoids (the coincident mea
surement volume), the velocity was recorded. The statistics 
calculated from the recorded data are equivalent to those which 
result from laser velocimeter measurements, including the ef
fects of an angular bias. 

This procedure was repeated until sufficient realizations were 
generated for converged statistics. Ten thousand realizations 
were used for the lower-turbulence-level cases while forty thou
sand were needed for highest-turbulence-level case. These en
semble sizes were chosen based on estimates of the uncertainty 
in the calculated statistics. For 95 percent confidence, the incer-
tainty in the estimated mean velocity is twice the r.m.s. value 
divided by square-root of the ensemble size; for the r.m.s. veloc
ity, it is twice the r.m.s. velocity divided by the square-root of 
twice the ensemble size. (This assumes that the velocities obey 
Gaussian distributions; this is true for "true" velocity distribu
tions, but the biased distributions are slightly non-Gaussian.) In 
the results presented below, the maximum uncertainty for the 
resulting mean velocities was 1 percent of the mean streamwise 
velocity at 95 percent confidence. The uncertainties for the esti
mated r.m.s. velocities was less than 2 at 95 percent confidence 
for all cases. 

There are many advantages of using this simulation proce
dure. The velocity bias of McLaughUn and Tiederman (1973) 
is absent since the probability of obtaining a validation is inher
ently independent of the velocity magnitude. The fringe bias 
proposed by Whiffen et al. (1979) is not present since all the 

(d) 

U = l 

Fig. 1 Schematics of tlie coincident measurement volume for two mea
surement voiumes intersecting at the center with an included angle 45 
deg. (a) Top view of the arrangement, (b) Side view showing the case 
of pure pitch (0 < a < 180 deg, p = y = 0). (c) Top view showing the 
case of pure yaw (a = 0, 0 < ^ < 180 deg, y = 0) (d) Combined top 
view and side view showing the case of pure roil [a = 0, p = 90 deg, 0 
< y < 180 deg). 

particles passing through the coincident measurement volume 
are vaUdated. It also eliminates the geometric bias proposed by 
Brown (1989) since true spatial coincidence, rather than tempo
ral coincidence, is imposed. The only type of bias that can occur 
in this type of simulation is the angular bias due to the change 
in A„ 

3 Results 
The approach to this problem is organized as follows: A 

velocity field with a mean x-direction velocity of unity is as
sumed; the mean velocities in the y- and z-directions are zero. 
The measurement volumes which comprise the three-compo
nent laser velocimeter can have any orientation. The reference 
configuration has the measurement volumes lying in the x-y 
plane and the bisector of their 45 deg included angle parallel 
to the A:-axis (see Fig. 1(a)) . Departures from this configuration 
can be specified using a pitch angle a shown in Fig. 1(b), a 
yaw angle /3 (Fig. 1(c)), and a roll angle y. The cases of pure 
pitch (0 < a < 180 deg, ,9 = 0) and pure yaw (0 < ,5 < 180 
deg, a = 0) will be examined in addition to the case of roll for 
/3 = 90 and 0 < y < 180 deg (see Fig. 1(d)). These three cases 
cover many of the possible measurement-volume orientations 
encountered in practice. 

The turbulence level (intensity) is defined as M7[7 where u' 
is the root-mean-square (r.m.s.) streamwise velocity and U is 
the mean streamwise velocity. The turbulence is isotropic so u' 
= v' = w'. For simple turbulent flows (shear layers, jets, wakes, 
etc.) the turbulence level can be as much as 30 percent; however, 
the turbulence level for more complex flows can be in excess 
of 100 percent. Four different turbulence levels (10, 30, 50, 
100 percent) were used in the simulations. 

The intersection of the two ellipsoids defines the shape of 
the coincident measurement volume. For a = i3 = y = 0, 
the projection of the coincident measurement volume in the x-. 
direction is elliptical with a minor diameter equal to the diameter 
of one of the individual measurement volumes d^, and a major 
diameter which is d,„/cos 22.5 deg. This yields A^ = ndl,/ 
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Fig. 2 Projected area of the coincident measurement volume kplA^ in 
the mean flow direction as a function of rotation angles for the cases of 
pure pitch (0 < a < 180 deg, /3 = r = 0), pure yaw (a = 0, 0 < /3 < 180 
deg, y = 0), and pure roll (a = 0, /3 = 90 deg, 0 < y < 180 deg) 

4 cos 22.5 deg. For /3 = 7 = 0 and a = 90 deg (or a = 0, /3 
= 90 deg and 7 = 90 deg), the projection in the x-direction is 
diamond-shaped with a major diagonal equal d,„/sm 22.5 
deg, and a minor diagonal of djcos, 22.5 deg (A^ = dl,l 
sin 22.5 • cos 22.5 deg). For a = 7 = 0 and ^ = 90 deg, the 
projection in the x-direction is again elliptical with a minor 
diameter equal to the diameter of the measurement volume, but 
now with a major diameter which is djsm 22.5 deg {Ap = 
ndl,/4 sin 22.5 deg). The last case is the largest attainable 
projected area. Figure 2 shows Ap as a function of orientation 
(a, 0, y). Due to the complicated shape of the coincident 
measuring volume, Ap was calculated using the simulation code. 
The turbulence level was set to zero so that the particles ran
domly positioned in the box around the measurement volume 
each had a purely j;-direction velocity. For a given orientation 
of the measurement volume, then, the fraction of particles vali
dated as having passed through the coincident measurement 
volume is equal to Ap (projected in the jc-direction) divided by 
Ao, the area of the box projected in the x-direction. The nature 
of the three specific orientations is of note: From the figure, it 
can be seen that for pitch ( a ) , the minimum Ap occurs at zero 
and 180 deg, while for yaw (/3) there are low values near zero 
and 180 deg, but the minimum Ap occurs at 22.5 and 157.5 deg 
(corresponding to one of the ellipsoids aligned with the jc-axis). 
The maximum Ap occurs at 90 deg for both cases. For roll at 
/3 = 90 deg, the maximum Ap occurs for 7 = 0 and 180 deg 
and the minimum for 90 deg. 

For the flow fields examined here, the two velocity compo
nents (U and V) behave as shown in Fig. 3. The circular con
tours are lines of constant probability density for U and V. The 
dashed lines represent specific flow angles 4> (the angle between 
the instantaneous velocity vector and the mean velocity vector). 
The mean velocity U is indicated on the figure (V is zero). As 
shown, the figure represents a flow with a moderate turbulence 
level. As the turbulence level increases, the contours of the 
probability density function (p.d.f.) increase in diameter and 
the range of possible flow angles increases. 

From the figure it is clear that if some flow angles 0 are 
preferentially measured, some areas of the probability density 
function will be emphasized. This will result in bias in the 
calculated mean and r.m.s. velocities. If, for example, Ap is 
large for (̂  > 0 and small for <̂  < 0, measurements from the 
upper half of the p.d.f. will be more likely than ones from the 
lower half, resulting in a positive V. A more subtle case is when 
Ap is at a minimum for (p = 0, and increases for 11̂  | > 0. This 
emphasizes large V velocities (positive and negative) and de-
emphasizes large U velocities. As a result, F will be unaffected, 
but v' will increase and U will decrease. The effect of these 
bias errors will be more pronounced when the turbulence levels 
are high (large changes in <^). Since the turbulence is isotropic, 
figure 3 also represents the behavior in the U-W plane. (Note 
that this discussion of angular bias in terms of V could have 
been made for W.) 

In the following sections, the effect on the mean and r.m.s. 
velocities caused by changing the orientation of the measure
ment volumes is examined for different turbulence levels. Rep
resentative probability density functions are then presented to 
illustrate the effect of the angular bias. 

3.1 Velocity Statistics. Figure 4 shows the calculated 
mean and the r.m.s. velocities for varying pitch angle a. The 
mean velocities are normalized by the true value of U, U, = 1. 
The r.m.s. velocities are normalized by their true values, the 
specified turbulence intensity. In each figure there are four sets 
of data representing the four different turbulence levels. 

Figure 4(a) shows the normalized mean streamwise velocity 
U. For all the turbulence levels, U is biased low for a = 0. 
The bias increases with increasing turbulence level. For this 
orientation, the projected area in the mean flow direction is at 
a minimum. Any nonzero flow angle in the x-y or x-z plane has 
a larger projected area. Hence, the calculated mean velocity will 
be biased toward nonzero flow angles. As discussed in regard 
to Fig. 2, this will result in a decrease in the 0 velocity, as is 
shown in Fig. 4 (a ) . The error introduced can be as much as 
15% for the highest turbulence level. The r.m.s. streamwise 
velocity exhibits errors of only a few percent at low turbulence 
levels, and a maximum error of 7 for the 100 percent turbulence 
level case at a = 0. For this case, where near-zero flow angles 
(large ± U fluctuations) are de-emphasized, there is a corre
sponding decrease in «' . As a is increased, the bias in U de
creases to a minimum a t « = 90 deg. For the higher turbulence 
levels, there is still some bias in U (about 3 percent). For this 
orientation (with the measurement volumes lying in the y-z 
plane), Ap decreases with increasing flow angle in the x-z plane, 
but Ap increases with increasing flow angle in the x-y plane. 
There is a larger increase in Ap from the latter, than decrease 
in area from the former, and so the velocity is biased low by a 
small amount. 

Figure 4(c) shows the mean vertical velocity W&sa function 
of a and 4(f) shows the results for w'. The W velocity is correct 
(unbiased) for a = 0. Since, for this orientation, the statistics 
will be biased toward both large positive and negative flow 
angles, bias will not affect the W velocity, but will cause an 
elevation of w', as seen in Fig. 4 ( / ) . A similar result is obtained 
for W at a = 90 deg where no bias is in evidence. At about a 
= 30 deg, there is a positive W; the error is on the order of 5 -
7 percent. For this orientation, there is a large increase in A,, 
with flow angle (i.e., dAp/da > 0 in figure 3 for a = 30 
degrees). This results in a greater likelihood of measuring a 
positive W velocity than a negative one and, hence, the observed 
bias. For a = 150 deg, dAp/da < 0 and Wis biased negative. 
Again, the bias is most pronounced for large turbulence levels. 

Fig. 3 Relationship between the probability density function for the ve-
iocity (shown as contour lines) and the instantaneous flow angle 0 
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Fig. 4 The calculated mean and r.m.s. velocities for all three velocity components for varying pitch angle a and turbulence 
Intensities from 10-100 percent, (a) Mean streamwise velocity 0/0,. (b) Mean transverse velocity 7/(7,. (c) Mean crossfiow 
velocity W/0,. (d) R.m.s. streamwise velocity o7u, ' . (e) R.m.s. transverse velocity v'/vj. {f) R.m.s. cross-flow velocity 
w'/wl. Mean velocities are ±1 percent and r.m.s. velocities are ±2 at 95 percent confidence. 

For intermediate values of a, (30 < a < 60; 120 < a < 150 
deg) w' is biased low because the bias toward positive or nega
tive W, respectively, effectively 'narrows' the distribution of 
W. Near a = 90 deg, the projected area only decreases slightly 
for positive and negative flow angles in the x-z plane and the 
result is little bias for the lower turbulence levels. At a = 90 
deg, the case for 100 percent turbulence intensity is biased 
low due to the large range of flow angles encountered and the 
corresponding decrease in projected area. 

Figure 4(fo) shows the behavior of the mean transverse veloc
ity V with pitch angle a. For all a, the change in projected area 
is symmetrical for positive and negative flow angles associated 
with the y velocity. As a result, the calculated value of 17 equals 
its true value (zero); and bias effects will be limited to the r.m.s. 
velocities. For all angles. Fig. 4(e) shows that u' is elevated by 
7-10 percent. For all these orientations, the maximum area of 
the measurement volume is that projected in the x-z plane, nor
mal to the V velocity. Hence, the projected area increases with 
increasing flow angle in the x-y (U-V) plane. This will bias the 
calculated statistics toward large magnitude V velocities and, 
hence, v' will be high as observed. 

Figure 5 shows the normalized mean and r.m.s. velocities for 
the various turbulence levels versus yaw-angle /?. In fig. 5(a) , 
U is shown as a function of /9. At /3 = 0 and 180 deg, the 
projected area of the measurement volume is near its minimum 
(see Fig. 3). Hence, it is more probable to acquire a velocity 
with larger (j)- As /3 increases, the effect of the bias on U 
decreases and, for the two lowest-turbulence-level cases, it 
nearly vanishes for 45 deg^ < /9 < 135 deg. For the higher 
turbulence level cases, the U velocity is biased up to 10 percent 
high at ^ = 90 deg. For this orientation, with the measurement 
volumes in the x-y plane, but with the bisector of the included 
angle between the measurement volumes aligned with the y-
axis, the maximum projected area is for the j:-direction. Large 
flow angles, therefore, are associated with a decrease in the 
projected area and so, the U velocity will be biased toward high 
values, and the bias will be greatest at high turbulence levels. 
The behavior of M' is shown in Fig. 5(d) and it essentially 
parallels the behavior for variation in pitch angle a, with at 

most a few percent bias in «', except for the highest-turbulence-
level cases. 

Figure 5 (ii) shows the mean transverse velocity y.JFor inter
mediate angles, /3 = 30 and 150 deg, approximately. Vis biased 
negative and positive respectively. The same argument used to 
explain the behavior of W in Fig. 4(b) applies here: The change 
in projected area with flow angle favors negative V velocities 
over positive ones near /3 = 30 deg and vice versa near p = 
150 deg. Since dApldfi > dAplda, the bias errors are larger, 
ranging from 8-15 percent. The behavior of u' for variation in 
yaw (shown in Fig. 5(e)) is similar to that for w' with pitch 
(a) variation and, so, the discussion of Fig. 4 ( / ) , again applies 
to Fig. 5(e). The magnitude of the bias errors for u' shown in 
Fig. 5(e) are larger than those in Fig. 4 ( / ) for w' due to the 
larger changes in Ap. The maximum bias errors for v' are 
slightly in excess of 10 percent. 

Figure 5(c) shows the mean vertical velocity W. Due to the 
symmetry of the projected area with respect to change in flow 
angle associated with the W velocity, W is not biased. Figure 
5 ( / ) shows that the bias errors in w' are largest near /? = 0 
and 180 deg, where the maximum change in projected area with 
flow angle occurs for the U-W plane. This results in errors up 
to 8 percent for w'. 

Results for roll displacement of the measurement volume for 
0 < 7 < TT with P = 7r/2 (see Fig. 1 (d)) are shown in Fig. 
6. In Fig. 6(a) , the results for U for different turbulence levels 
versus y are shown. When y = 0 for this orientation, the maxi
mum Ap is in the direction of U and so any nonzero flow angle 
will result in a decrease in Ap. For y = Q and 180 deg, U is 
biased high, since the change in projected area biases the mean 
.velocity toward small flow angles and, hence, large U velocities. 
As y increases, the change in Ap with y decreases, as does the 
bias. At 7 = 90 deg, the projected area increases with increasing 
flow angle in the t/-W plane, while it decreases with increasing 
flow angle in the U-V plane. The former increase is slightly 
more pronounced than the latter decrease, and the result is the 
slight negative bias observed in U'. These same effects introduce 
only a few percent error into u' over the full range of 7, as 
shown in Fig. 6(d). The projected area change is symmetric 
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about the x-y plane for all values of 7 and so V is unaffected, 
as shown in Fig. (>{b). For the higher turbulence levels, v' is 
consistently biased low; this is due to the decrease in A,, for 
flow angles associated with large V velocities, which makes the 
measurement of small-magnitude V velocities more probable 
than large ones. The tV velocities (shown in Fig. 6(c)) behave 
like W for yaw variation (shown in Fig. 5(c)) and the explana
tion is similar. The maximum bias errors range from 4 - 7 per
cent due to the relatively small change in projected area. The 

behavior of w' is shown in Fig. 6(f); the maximum bias of 
5-7 percent observed at 7 = 90 deg results from the increase 
in projected area associated with large flow angles in the U-W 
plane which emphasizes the larger magnitude W velocities and 
therefore increases w'. 

3.2 Probability Density Functions. In this section, we 
demonstrate the connection between the observed behavior of 
the statistics, which results from angular bias, and the probabil-
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Fig. 6 The calculated mean and r.m.s. velocities for all three velocity components for varying roll angle y and turbulence 
intensities from 10-100 percent, (a) Mean streamwise velocity OlO,. (b) Mean transverse velocity WO,, (c) Mean crossflow 
velocity W/O,. (d) R.m.s. streamwise velocity u'lul. (e) R.m.s. transverse velocity v7v,'. (t) R.m.s. crossflow velocity 
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ity density functions of the velocities, discussed above in con
nection with Fig. 2. Figure 7 shows the joint p.d.f. for the U 
and V velocities for a case with a turbulence level 100 percent 
for a: = 30, /3 = 0, and 7 = 0 deg. For this case, shown in Fig. 
4, U is biased roughly 10% low and W is positive and about 7 
percent of 0. The levels of both u' and w' are low by a few 
percent. Figure 7(a) shows the true joint p.d.f,, while Fig. 1(b) 
shows the biased distribution. The p.d.f.s were estimated using 
100,000 realizations, for both cases. In Fig. l{a) the true p.d.f., 
the distribution is symmetrical about the mean velocity, and the 
contours form concentric circles about the mean, as is expected. 
In Fig. 7 (i)) it is clear that while the overall size of the distribu
tion has not changed appreciably (indicating only small changes 
in the associated r.m.s. velocities), the shape of the contours 
has been subtly altered. Negative flow angles have been deem-
phasized in favor of positive flow angles, consistent with the 
behavior of the projected area. This results in the low values 
of U and positive values of W observed. 

Figure 8 shows the one dimensional p.d.f.s for three velocity 
components for the same case as shown in Pig. 7 (turbulence 
level of 100 percent at a = 30, /? = 0, and 7 = 0 deg). The 
biased results (symbols) are compared to the true data (lines) 
and, again, 100 000 realizations were used to generate the 
p.d.f.s. In Fig. 8(a) , the true p.d.f. of the [/velocity is compared 
to the biased distribution made up of laser velocimeter valida
tions; p.d.f s for V and W are shown in Figs. 8(fc) and 8(c), 
respectively. Consistent with the previous discussion for this 
case, the distribution for U has clearly shifted to lower values, 
due to the bias against larger flow angles. The distribution for 
W has shifted toward positive velocities due to the larger pro

jected area for positive flow angles in the U-W plane. Since the 
largest projected area for this orientation is in the y direction 
(the x-z plane) the data will be biased toward large positive 
and negative V velocities. The p.d.f. for V shows that the proba
bility of obtaining a near-zero V velocity is conspicuously low. 
As a result, v' is biased high, but there is no bias in the mean 
velocity. 

4 Conclusions and Recommendations 

For three-component laser velocimeter systems, the change 
in projected area of the coincident region of the measurement 
volumes for different flow directions will introduce an "angu
lar' ' bias in naturally sampled data. In this study, the effect of 
turbulence level and orientation of the measurement volumes 
on angular bias errors in three-component laser velocimetry was 
examined. The prototype laser velocimeter consisted of two 
individual measuring volumes which were 25:1:1 ellipsoids 
which cross so that their major axes are oriented at a 45 deg 

U. Pd.f. 

pdf. 

w pdf. 

Fig. 8 Probability density function for the three velocity components. 
Solid lines represent the true p.d.f. and the symbols are the biased 
p.d.f. for turbulence level 100 percent for pitch angle a at 30 deg. (a) 
Streamwise component U. {b) Transverse component V. (c) Vertical 
component IV. 
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included angle. Turbulence levels were varied from 10-100 
percent and a broad range of orientations were examined. The 
operation of the laser velocimeter was simulated using a Monte 
Carlo technique. 

The results of this study on the effects of angular bias on 
mean and r.m.s. velocity estimates can be summarized as fol
lows: 

• For turbulence levels less than 10 percent no significant 
bias error in the mean velocities will occur. Errors in the 
r.m.s. velocities will be less than 3% for all orientations. 

• For turbulence levels around 30 percent, mean velocity 
bias errors less than 5 percent of the mean streamwise 
velocity U result for mean velocity vectors which range 
±30 deg relative to long axis of the coincident measure
ment volume (60 < a < 120 or 60 deg < /3 < 120 deg). 
However, the r.m.s. velocities may be in error as much 
as 10% for these cases. 

• For turbulence levels of 50 -100 percent, there is no orien
tation which will yield good estimates of all three mean 
velocities; errors as large as 15 percent of U may be 
encountered. The minimum error results from an orienta
tion where the plane of the measurement volumes is ori
ented normal to the mean flow direction. Errors of as 
much as 10% for the r.m.s. velocities can again be ex
pected. 

A few caveats are in order: These estimates are for isotropic 
turbulence, where there is no correlation between the various 
component velocity fluctuations. They also apply strictly only in 
the absence of velocity bias (which can presumably be removed 

through weighting with the magnitude of the instantaneous ve
locity vector) and other biases such as fringe bias. These results 
are also for a specific configuration where the measurement 
volumes cross at an included angle of 45 deg. For systems 
which have larger included angles, the changes in Ap will be 
smaller and so the effect of angular bias will be lessened. For 
systems which have smaller included angles, the changes in A,, 
are more pronounced and the potential for angular bias errors 
is increased. 
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Three-Dimensional Analysis 
of Partially Open Butterfly 
Valve Flows 
A numerical simulation of  butterfly valve flows is a useful technique to investigate 
the physical phenomena of  the flow field. A three-dimensional numerical analysis 
was carried out on incompressible fluid flows in a butterfly valve by using FLUENT, 
which solves difference equations. Characteristics o f  the butterfly valve flows at 
different valve disk angles with a uniform incoming velocity were investigated. Com- 
parisons of  FLUENT results with other results, i.e., experimental results, were made 
to determine the accuracy of  the employed method. Results o f  the three-dimensional 
analysis may be useful in the valve design. 

Introduction 
Butterfly valves are one of the oldest types of valves known. 

They are mainly used for both on-off and throttling services 
involving large flows of gases and liquids at relatively low 
pressure. The advantages are lightweight and easier to bring the 
valve from fully open to fully closed very quickly. 

The three main parts of butterfly valve are the body, the shaft, 
and the valve disk. There are some investigations reported about 
internal flow visualization and numerical simulation of butterfly 
valves. For example, Ito (1988) using an optical technique ob- 
tained peculiar behaviors of cavitating flows around a butterfly 
valve. The visualization of butterfly valve flows (Kitamura et 
al., 1983) was made by using bubble and tracer particles to 
study upstream and downstream flows in relation to flow struc- 
tures. 

Addy et al. ( 1985 ), Morrison and Dutton ( 1989, 1991 ) inves- 
tigated compressible flow characteristics of butterfly valve 
flows. Lacor and Hirsch (1988) also investigated the butterfly 
valve flows with Euler code in the immediate vicinity of the 
valve disk. Eom (1988) treated with the butterfly valve as a 
controlling device for flows. But none of them investigated 
three-dimensional throttled flow patterns with different valve 
openings. 

Two-dimensional numerical simulation of butterfly valve 
flows has been investigated for the flow patterns, velocity distri- 
butions, and evaluation of the discharge coefficients of the but- 
terfly valves (Kim, Wu, 1992). The assumption used for a two- 
dimensional analysis was an incompressible flow within two 
infinitely long parallel plates with a finite width. 

The two-dimensional analysis yielded a reasonable qualita- 
tive preliminary result. It showed that the computed pressure 
loss coefficients differ from those of the published valves as 
the valve opening increases, though the trend of changes of the 
pressure loss coefficients between the two results was agreeable 
(Blevins, 1984). One possible explanation is that even if the 
mathematical model is a two-dimensional flow between the two 
plates, the friction coefficient used in the pressure drop was that 
of a circular tube. A more significant reason could be that a 
two-dimensional flow model was inaccurate around the valve 
plane for the flows. Computed results for the wide open valve 
flow were only agreeable with the published results within a 
reasonable error limit. Therefore, in the present study, a three- 
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dimensional mathematical model for the flows was used to in- 
vestigate the butterfly valve flows with the same assumptions 
as used in Kim and Wu (1992). 

The objective of this study is to provide a three-dimensional 
(3D) numerical flow visualization of incompressible flows 
around the butterfly valve which reveals velocity fields, pressure 
distributions, streamlines, particle paths, and flow separations. 
The numerical visualization is made by using preBFC (FLU- 
ENT, 1993) to set up geometry and grid, and FLUENT (FLU- 
ENT, 1993) to solve difference equations that are postulated 
from the conservation of the mass and momentum of a fluid in 
motion. Turbulence is modeled by the k-e model (Launder, 
1974). A 45 degree opening of the butterfly valve was presented 
because the valve opening is approximately a mid way between 
the wide open and closed valve conditions. Hydraulic character- 
istics in different valve disk angles are presented in the thesis 
(Huang, 1994). A comparison of FLUENT results and B levins' 
(1984) results for pressure loss coefficients at different valve 
disk angles was made to show a reasonable agreement between 
the two cases. 

Physical System and Computational Analysis 
Fluid flows in a circular pipe, and the disk is a flat circular 

plate. The pipe diameter, D is 25.4 ram. a is the valve disk angle 
from 0 to 90 degree, measured from the horizontal position. Win 
is the incoming velocity, which is 0.9144 rrds in Z direction. 
The thickness of valve disk is 0.0016 m. The upstream length 
L, and downstream length/_~ should be several times of the 
pipe diameter in order to get enough entry length and a fully 
developed flow downstream. We will take the upstream length 
L1 two times the pipe diameter and ~ eight times the pipe 
diameter. A trial and error method was used to reach the length 
L1 and/.~. The fluid passing the valve is water. Its density p is 
999 Kg/m 3. The dynamics viscosity # is 1.12 × 10 -3 N.S/m 2. 

Assumptions for this physical model used with body fitted 
coordinates are: 

• Three-Dimensional Flow 
• The fluid is incompressible and steady. 
• The incoming velocity Wi, is uniform and only in the Z 

direction. 
• Velocity is zero at the surface of the pipe and the valve 

disk. 
• Turbulence is described by a two equation k-e model. 

FLUENT is a two part program consisting of a preprocessor, 
preBFC, and a main module. We use preBFC to define the 
geometry and a structured grid for our model. Then we transfer 
the grid information from preBFC to FLUENT via a grid file. 
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Fig. 1 

Y Valve Disk 
~ - - - -  ~ i s k  Control Axis 

Simplified model and coordinate system 

Transport equations, momentum equation, continuity equa- 
tion, Reynold stress assumption, and turbulent viscosity as- 
sumption are a set of control equations (Anderson et al., 1984) 
which were solved numerically. FLUENT was used to get the 
velocity components Ui (i = 1, 2, 3) and pressure. 

FLUENT, which used the Semi-Implicit Method for Pres- 
sure-Linked Equations (SIMPLE) (Patankar, 1980) algorithm 
with an iterative line-by-line matrix solver and a multigrid ac- 
celeration, provided the velocity and pressure as solutions for 
the butterfly valve flows. 

In the process of solutions, FLUENT requires a user to set 
up a domain, boundary conditions and fluid properties before 
it solves the difference equations. Here we consider a uniform 
inlet velocity (0.9144 m/s ) in the Z direction. The inlet turbulent 
kinetic energy is 1.351 x 10 -3 m2/s 2, kinetic energy dissipation 
is 9.176 × 10 -3 m2/s 3. Other boundaries, such as pipe wall 
and valve surface, their velocity are zero. But the wall turbulent 
used the FLUENT default wall boundary conditions (FLUENT, 
1993). All of these boundary conditions and properties are 
inputted to the FLUENT case files. With valve disk angles of 
20, 30, 45, 60, 70 degrees, grid networks of 10 x 16 x 82 
nodes are used in the fluid domain. It is necessary to compute 
the variables in the half of the butterfly valve flows due to a 
symmetry about the Y-Z plane, as shown in Fig. 1. 

For ce equal to 0, 20, 30, 45 degrees, we use the iterative 
line-by-line matrix solver. This line-by-line approach is also 
referred to as the Line-Gauss-Seidel (LGS) method. The disk 
angles of 60 and 70 degrees have too skew grid lines near the 
boundary, and have large cell aspect ratios. Actually, they are in 
a nonisotropic conditions in terms of turbulence. The multigrid 
method accelerates the convergence of such problems by en- 
forcing a global balance over larger regions of the grid, in effect 
"smoothing" the nonisotropy that exists on the local scale. 

Because of the valve disk, the Cartesian or cylindrical coordi- 
nate system does not yield well fitting grid net work. We should 
use a body fitted coordinated system. In Fig. 2, a view of surface 
I from a direction perpendicular to the valve disk, is a circular 
disk, and the pipe boundary is of elliptic shape. Because the Y- 
O - Z  plane is a symmetric plane for valve flows, the tilted disk 
as a half circle takes at least nine points, since preBFC requires 
nine points for a half circle. 

In order to set up the nine points in the circular disk and 
elliptic boundary, we make nine fan shape segments with a 
identical central angle, i.e., the angle 0 of the point from the 
axis symmetry, changes from 0 to 180 degrees, each angular 

U U-z 
disk 

I Surface 

Fig. 2 A view of the tilted surface normal to the surface 

Fig, 3(a) 

Fig. 3(b I 

Isometric view of the surface grid of 45 degree open 

A front view of the surface grid of 45 degree open 

step being 22.5 degrees (Fig. 3 (b ) ) .  Consider the thickness of 
the disk, t, then nine point coordinates are calculated by the 
formulas: 

X = R sin 0 (1) 

( - - / c o t a )  sinc~ (2) Y = -  R c o s 0  2 

t t a n a )  c o s a  Z = -  R c o s  0 + 2 (3) 

The disk angle o~ changes from 0, 20, 30, 45, 60, 70 degrees 
for different disk open conditions, and R is the disk radius. For 
the elliptical pipe boundary in the same surface. 

For the elliptical pipe boundary in the same surface (surface- 
I) ,  its coordinates are determined by 

X = R sin 0 (4) 

Y =  - R c o s 0  (5) 

t 
Z = Y cot a - - csco~ (6) 

2 

The surface-Ill has a fixed Z coordinate, and the X, Y coordi- 
nates are the same as the surface-I. We set up the surrface-III for 
a elliptic and a circular boundaries according to two boundary 
surfaces of the surface I. 

Grid coordinates for the surface-II of the disk boundary are: 

X = R sin 0 (7) 

( ' ) Y = -  R c o s 0 + ~ c o t a  since (8) 

( ' ) Z =  - R c o s 0 - - t a n o ~  c o s a  
2 

(9) 

Grid coordinates for the sulrface-II of circle pipe boundary 
are: 

X = R sin 0 (10) 

Y = - R  cos 0 (11) 
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Fig, 4 l velocity profiles on a Y - Z  plane with the disk angle of  45 at 
the downstream distance of (a) 3D; (b) 6D; (c) 8D; (d) 9D 

t 
Z =  Y c o t a  + - c s c a  (12) 

2 

The surface-IV has a fixed Z coordinate; the X, Y coordinates 
are the same as surface-II. We set up elliptical and circular 
boundaries of the surface-IV as the boundary of  surface III. 

After we set up internal body grid points and pipe surface 
grids, we interpolate the grid points in each surface, then inter- 
polate the whole body grid points to form the grid net. The last 
step of grid generation is to smooth the grid. 

The 45 degree surface grid isometry and the front view are 
shown in Fig. 3. In order to make calculation easy, we take 
straight lines as the I lines, and elliptical lines as J lines. Also, 
to satisfy the tilted angle of  a,  we need to have series of  tilted 
surfaces as K surface. 

Because of the tilted angle of the disk, the grid lines in the 
inside zone of  the tube are the ellipses (view from the Z-direc- 
tion) while the grid lines in the outside zone through which the 
fluid flows are the circles densely placed together in the grid 
network. And the projection of  the disk surface on a vertical 
plane upstream and downstream have different centers because 
of  the thickness of  the disk. 

The grid lines in a preBFC grid define the faces of  the cells 
or control volumes. The comers of ceils, defined by intersecting 
grid lines, are called nodes or grid points. Thus, the number of  
grid points in any given direction is one more than the number 
of  cells in that direction. 

For our butterfly valve flow, we set up cells as ( I  × J × K 
= 9 × 15 × 81), and we have nodes 10 × 16 × 82, i.e., 13,120 
nodes for a equal to 20, 30, 45, 60, 70 degrees. 

Resul ts  and Di scuss ion  

The disk angle of 45 degree is approximately a mid way 
between the wide open and closed valve conditions. Thus we 
focus the results of  this flow field upstream and downstream of 
the disk and farther downstream. 

( 1 ) How long should the pipe length be downstream of the 
disk to stabilize turbulent flows? 

• =~., L__ #i,~x# f? i? i? II t~ tl I 
.~ . i # ( / 4 "  , ~  t "  l (  I I  /1 ff L~ I ~a) 

B ~J 

~ /~ /? /? /2 I? /I I} ] (b) 

-flip-- ~.0~ 

~I  / /  I ,¢ /? II tl I ~ 

Fig. 5 W velocity profiles on a Y - Z  plane with the valve angle 45 at 
different nodes (a) 10 × 16 x 52; (b) 10 × 16 × 82; (c) 18 × 16 × 82 
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Fig. 6 Velocity vectors on different planes at the disk angle of 45 degree 

Blevins (1984) suggested in determining the pressure drop 
for butterfly valve experiments that the static pressure measure- 
ment point downstream from the pivot point (L2) be a distance 
of  (5 ~ 10)D for turbulence stabilization. Because of  the high 
Reynolds number (Re > 20,000), the minimum length of  L2 
was tried in order to reduce the nodes and consequently calcula- 
tion time. Figure 4 ( a ) ,  (b) ,  (c ) ,  (d)  show profiles of  the W- 
velocity components of  the butterfly valve flows with different 
L2.  The base line is the tilted line. The magnitude of  the velocity 
is perpendicular to the base line. The L2 being 3D case (Fig. 
4 ( a ) )  shows the reverse flows at the exit while the cases with 
L 2 = 6D, 8D, and 9D do not revere the reverse flows. It seems 
that these three cases have reached stable turbulent conditions. 
But when the case of  Lz being 6D is compared with those of 
/.2 = 8D and L2 = 9D, the Wm~ values are different. Comparing 
the flow of L2 = 8D with the flow ofL2 = 9D, the Wm,x velocities 
are only within a 2 percent difference. Therefore, we choose 
the length L2 being 8D as the best length. Then for all the flows 
with different disk angles except 0 degree, we choose L~ = 2D 
and L2 = 8D. 

(2) How many cells are necessary to properly visualize the 
45 degree flow? 

Actually, the total number of computational cells depends on 
a number of factors: the accuracy required from the computa- 
tion, the size of the memory of  the available computer, and the 
cost of  the CPU time required• The more cells in the computa- 
tion, the greater the accuracy of the solutions is, and the longer 
the computer time takes to obtain solution. Since the trend of 
the convergency was observed from the computation process, 
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Fig. 7 L2-8D, 13120 cells and valve angle 45 degree with (a) pressure profiles on a Y-Z plane; (b) 
pressure contours on a Y-Z plane; (c) pressure contours on X-Y plane upstream of the valve disk; (d) 
pressure contours on X-Y plane downstream of the valve disk 

we took the possible maximum number of cells in FLUENT 
available to the University computing facility. FLUENT in the 
UNCC computing system allows us to define the maximum 
number of computational cells to be 25,000. 

Figure 5 shows the profiles of the W-velocity component 
with nodes of  (10 X 16 X 52), (10 × 16 × 82), and (18 × 
16 X 82). In these three grid systems, the total number of nodes 
are 8320, 13120 and 23616, respectively. The profiles show 
similar trends, but the value of W m a  x a r e  different. W m a  x of the 
grid with (10 × 16 x 82) nodes is smaller than Wmax of the 
grid with (18 × 16 x 82) nodes by 1 percent, but computation 
with the former node system saves CPU time by 200 percent. 
Certainly, the changes in the maximum pressure are not so close 
as those of W . . . .  But the residuals are of  the order of  10 -4, 
which are of the same order as velocity residuals. Based on this 
reasoning, the pressure should be as accurate as the velocity is. 
Considering an improvement of the accuracy and the CPU time, 
using the ( 10 × 16 × 82) node grid for computation is appro- 
priate for all the angles. 

The velocity vectors are shown in Fig. 6 in the Y-Z, X - Y  
planes, respectively for the angle of 45 degree. 

Figure 6 ( a )  shows the fluid passing the disk then forming a 
vortex and a secondary flow zone. When the incompressible 
fluid encounters a stagnation point (the left lower comer  of the 
valve disk), the fluid is separated, one branch fluid going up, 
the other coming down around the valve disk. The fluid which 
goes up is accelerated around the valve and passes the upper 
comer  of  the valve disk. The fluid which comes down is acceler- 
ated around the lower comer. However,  the lower comer  of  the 
valve disk is too abrupt in the change of  the cross sectional 
area for the fluid. The momentum in the enhanced boundary 
layer around the valve disk is not sufficient to impel the bound- 
ary layer into the unfavorable pressure gradient. As a result, 
the boundary layers are separated and a vortex zone is formed 
then trailed off in the wake as free shear layers. But the fluid 
which goes up is accelerated around the valve disk surface, 
gradually, and the boundary layer doesn' t  separate. 

Figure 6 (b)  is a projection of  the velocity vectors on a x-y 
plane at K = 14. The grid line K = 15 represents the tilted 
surface of  the disk. Figure 6 (b)  exhibits that: (1)  The lower 
region of the disk becomes almost a stagnant area essentially 
because of  the tilted disk and then the fluid separates. In the 
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Table 1 Maximum and minimum values of W-velocity 
components and pressure for different downstream lengths 

(a)20 
L~ 3D 6D 8D 9D 

Wm~x (m/S) 4.373 5.190 5.187 5.212 
Wan (m/S)  -0.9024 -1.256 -1.257 -1.191 
Pema× (Pa) -8020.5 -10379 -9217.5 -8564.4 

(b)30 Pinlet (Pa) 6995.2 450.89 450.74 450.32 
We .... (m/s) 3.0017 2.2633 1.7982 1.5488 

Hb/+: .~ 'Sdi .~ i i : ' :g4?: ' : ' ! : ' i : i i i . .  : ' : . ' : . ' , ' : H i  i i , .  i ! #1 i t (c)60 

(d)70 

Fig. 8 Velocity vector on a Y-Z plane, with the valve disk angle (a) 20 
degree; (b) 30 degree; (c) 60 degree; (d) 70 degree 

upper region, the fluid flow is accelerated while in the lower 
region, the velocity gradually increases. (2) The resultant veloc- 
ity of the x-, y-components makes the fluid turn toward the 
middle of the tube in the lower region. 

Figure 6(c) is a projection of the velocity vectors on a x-y 
plane at K = 20. The grid line K = 19 represents the tilted 
surface of the disk downstream. Figure 6(c) shows that within 
the center region of the disk, the fluid flows toward the lower 
region from the center, but the fluid flows outward in the upper 
region of the disk, indicating that the secondary flow occurs 
clockwise on the fight hand side and counterclockwise on the 
left hand side of the disk. At the outside of the disk, the fluid 
flows toward the z-axis, yielding a complex field of the resultant 
velocity for a short distance until the fluid becomes fully devel- 
oped. 

Figure 7(a)  shows the pressure profiles on Y-Z planes. The 
pressure profiles (green and red color) are shown against blue 
base lines. Upstream of the disk the pressure is positive, while 
downstream of disk, the pressure changes to negative. The pres- 
sure profiles are extended to the outside of the tube because of 
pressure perpendicular to the base lines. 

Figure 7 (b) reveals the pressure contours on the Y-Z plane. 
Figure 7(b) clearly shows, in the corner of the valve disk, 
the pressure decreases toward the Z direction. As previously 
discussed (Fig. 6), in this region, exists the negative pressure 
gradient, then the boundary layer would separate from this sec- 
tion to form a free shear layer in the wake. The lower left comer 
of the valve disk is the area with the pressure reduction. 

Figure 7(c) shows the pressure contours on a X - Y  plane 
upstream of the disk. The lower side of the valve disk becomes 
a stagnation area earlier than the upper side. Over this area fluid 
is accelerated as it goes up and the pressure decreases eventu- 
ally. Beyond this area, the fluid is accelerated very quickly, so 
the pressure value changes from positive to negative. 

Figure 7(d) shows the pressure contours on a X - Y  plane 
downstream of the disk. As explained above (Fig. 7(b)) ,  Fig. 
7(d) shows a negative pressure gradient on the lower side of 
the valve disk. Inside the elliptical area, the smallest pressure 
is near the edge of the valve disk and the pressure reduces 
eventually from the top to bottom sides in the valve disk area. 
However, outside the valve disk, the fluid is accelerated, and 
in the region beyond the valve disk, the fluid is accelerated 
faster than the region above the valve disk. 

Figure 8 shows pattern changes of the throttled flow as the 
disk is turned toward different positions, from 20 to 70 degrees. 
As the angle changes, we can see that (1) there exist different 
vortex zones; the larger the angle is, the bigger vortex zone is; 

(2) the faster velocity zone (the red color zone) becomes reduc- 
ing to the smaller zone, but the magnitude of the velocity be- 
comes larger; (3) the boundary layer separation point becomes 
closer to the valve disk, and causes the vortex. As the angle 
increases, the fluid flow passing the valve disk area becomes 
narrow. Then the fluids with the larger angle are more acceler- 
ated than the fluids with the smaller angle. Induced pressure 
drops increase. The negative pressure gradient zone also in- 
creases. Finally, the boundary layer separates to form the vortex. 

The maximum and minimum values of the U, V, W velocity 
components and the pressure P are listed in Tables 1-3. 

Table 1 shows the maximum values of the W-velocity com- 
ponent with different distances of L2, downstream of the disk 
for the incoming uniform velocity of 0.9144 m/s, with the disk 
angle of 45 degrees. The Wmax velocity component increases 
with the increasing L2. But the exit Wn,~x(W~m~) decreases with 
the increasing Lz. And the node next to the exit maximum 
pressure (P ...... ) decreases except the L2 equal to 3D case, be- 
cause the/.,2 being equal to 3D case still has reverse flows. The 
node next to the inlet maximum pressure (P i  . . . .  ) keeps almost 
constant except the//a = 3D case because in this case we used 
Li = D, and for others Lx = 2D was used. 

Table 2 lists the maximum and minimum values of the W- 
velocity component and pressure as the number of nodes in- 
crease for the 45 degree open condition. We compared the 
maximum values of the W-velocity components at the exit, 
We~,~x for the grid of the node numbers of 8320, 13120, and 
23616, resulting in 57 percent and 80 present for the increasing 
number of nodes. 

Table 3 shows the values of the maximum U, V, W velocity 
components, the exit and inlet pressures, the exit maximum W 
velocity, Wem~, the average of the exit velocity, Ce_, the average 
of the pressure drop AP. Wreak, Pexit (the next node of the exit 
pressure), A P  values increase with the angle increment. The 
incoming velocity of the fluid is 0.9144 m/s for all of the 
opening of the disk angles. The pressure at the inlet (the next 
node of inlet) fluctuates because at this point, there is a turbulent 
condition. 

The energy loss due to partial openings of the valves is gener- 
ally a function of: (1) The geometry of the valve body, (2) 
The surface roughness of the valve, (3) The position of the 
valve disk, (4) Reynolds number, (5) The direction of the flow. 
The present study analyzed the different valve disk positions, 
and these are compared with the existing values. 

There is significant uncertainty in the resistance of valves 
because of the wide variety of valve designs, the lack of the 
geometric similarity within the various sizes of even one design, 

Table 2 Comparison of values with different number of 
nodes 

1X J x  kcells 10 x 16 X 52 10 × 16 × 82 18 X 16 x 82 

W,,,x (m/s) 5.187 5.199 5.222 
Wmin (m/s) - 1.257 - 1.356 -2.275 
Pcx~t (Pa) -9217.5 - 11324 - 12716 
Pinlet (Pa) 450.74 238.30 522.27 
Wem~x (m/S) 1.7982 2.2976 2.4483 
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Table 3 Maximum and minimum values of U-, V-, W-, velocity components and pressures for different valve disk angles 

A n g l e  0 20  30 45 60  60 

Um,x (m/s) 0.2772 0.4046 1.099 0.7691 0.3290 0.3913 
Um~, (m/s) -0.2354 -0.3081 -0.7117 -1.1040 -0.1284 -1.9640 
Vmax (m/S) 0.3363 0.4371 1.1390 1.8790 1.398 1.586 
V, ra, (m/S) -0.5165 -0.7417 -1.8810 -3.3120 -1.076 -1.448 
Wmax (m/S) 1.1720 1.7260 2.5350 5.1990 5.945 13.84 
Wmi n (m/S) -0.0925 -0.5003 -0.5678 - 1.356 -0.6548 - 1.506 
Pin]et (Pa) 153.33 594.28 323.89 238.30 957.22 836.99 
Pexit (Pa) -504.63 -757.71 -6507.9 -11324 -64868 -432610 
Wemax (m/s) 1.1722 1.1585 2.4517 2.2976 1.81 1.97 
C~x 0n/s) 0.5855 0.9044 1.2325 1.155 0.9506 1.05 
AP (Pa) 657.96 926.0523 2529.2 9007 32320 295570 

and the paucity of data which takes into account the downstream 
influence of the valve. 

According to pressure loss coefficient analysis (Huang, 
1994), we calculate the pressure loss coefficient kl: 

( k, = .4- . ~  C--~ - 1 + ( 1 3 )  

where Pt and P2 refer to the static pressure upstream and down- 
stream of the valve disk. And C~, C2 are resultant velocities in 
upstream and downstream, respectively. L is the distance be- 
tween P~ and P2. D is the tube hydraulic diameter. And f is 
the circular pipe friction factor in the turbulence flow. 

Blevins (1984) compiled the pressure loss coefficients of 
butterfly valves with different disk configurations. Computed 
coefficients, k~ are to be compared with those of  Blevins (1984).  

Figure 9 presents variations of the pressure losses as the disk 
angle changes at Re = 2 × 1 0  4. Simulated solutions for pressure 
loss coefficients are compared with four different experimental 
values reported by Blevins (1984).  In general, the resistance 
of a partially closed valve is a function of the disk angle. It 
also shows the tendency of  the current 3D analysis for k~ is 
similar to those of experiments. 

The case A of Fig. 9 is a thin disk, B is a blunt disk, C is a 
thin flap disk, and D is a streamlined disk. Our results are based 
on a thin and abrupt disk, but thickness is 0.0016 m. Compared 
the thickness with the pipe diameter 0.0254 m, it is very thin. 
So we can see it as a streamlined disk. That is the reason from 
Fig. 9, the 3D results are closer to the case D than any others. 

Our 3-D computational results can be helpful for designing 
a butterfly valve disk. Designing a valve disk intends to satisfy 
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Fig.  9 Pressure loss coefficient A: thin flap disk (yellow), B: blunt disk 
( p i n k ) ,  C: thin flap disk (green), D: streamlined flat disk (blue), E: 3 D  
numerical modeling (red) 

various requirements, such as stable flow regulation, smooth 
shut-off performance, and low cavitation characteristics. Al- 
though our simplified circular disk may not be precise enough, 
the results give us insight and would lead to understand the 3- 
D flow fields, i.e., velocity and pressure distributions. Thus, the 
present study provides a basis for external forces which will 
give an approximation of  stress distributions on the disk with 
changes of the disk angle. Cavitation characteristics are evalu- 
ated by a cavitation index, based on two phase pressure distribu- 
tions of upstream, downstream of the disk. This type of prob- 
lems is out of scope of the current study. 

Conc lus ion  

FLUENT has been applied to investigate three dimensional 
fluid phenomena of  butterfly valve flows. The computational 
studies have shown that the flow field through the butterfly 
valve is very complex and depends upon the valve disk angle. 

We used a three-dimensional fluid model to consider the fluid 
flows. Velocity and pressure fields were obtained by applying 
FLUENT to the governing equations in the finite difference 
form which are the continuity equation, momentum equation, 
and the k-e model for the turbulent flow. 

In order to determine an optimum length downstream of the 
disk, L2, several lengths with diameter multiples 3D, 6D, 8D, 
and 9D were used with a disk angle of 45 degrees. 

Flow patterns downstream of the disk varied as the length, 
L2 increased. At the distance of L2 = 8D downstream, the flow 
seemed to have a fully developed flow pattern. Thus, the dis- 
tance /< downstream of the disk was determined to be 8D. 
Subsequent computations were carried out with/,2 = 8D. 

Also, in order to determine an optimum node number, several 
nodes 8320, 13120, 23616 were used with the disk angle of 45 
degrees. Comparing the CPU time and the calculation accuracy, 
we selected the grid with 13120 nodes as our calculation basis. 
Subsequent computations were carried out with 13120 nodes. 

In all of  these calculations, we are using a thin flap valve 
disk model. Comparison was made between the 3D model and 
results considered by Blevins (1984),  who compiled A: thin, 
B: blunt disk, C: thin flap, and D: streamlined flap. The 3D 
model gives a reasonable agreement with those of Blevins 
(1984).  And the 45 degree open condition is agreeable with 
the experimental results. 

In general, the computational investigation obtained with the 
three dimensional model agrees with the results of  valve experi- 
ments. However,  it is recognized that larger grid numbers will 
yield more accurate results but take more CPU time. The results 
of  the current three dimensional study of butterfly valve flows 
give sufficient accurate results. 
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Viscosity Correction Factor 
for Rotameter 
This paper describes how the developed formula for rotameter flow coefficient using 
the rotameter scale provided by a manufacturer and valid for a specific fluid and for 
design (or calibration) flow conditions allow us to determine the actual flow rate at 
measurement conditions and for different fluid having different viscosity or allow us 
to determine the viscosity correction factor. The developed theory has been verified 
experimentally using typical rotameter equipped with the plumb type float, for water 
of 15°C and having a flow rate range from 10 to 100 l/hr. A very good agreement 
between theoretical calculation and calibration results was obtain for water flow at 
88°C. In this case the kinematic viscosity ratio was i/,s/vss = 3.46 and the density 
correction factor was F^em = 1.019 and the viscosity correction factor varied from 
F,i„ = 1.095 at 100 l/hr to F,i,c = 1.93 at 10 l/hr. 

Introduction 
The rotameter is the most common variable-area flowmeter. 

Due to its many advantages it belongs to the most economical 
instrument for measuring flows in pipe of 50 mm in diameter 
and under. The rotameter consists of tapered metering tube and 
a float moving vertically exposing a variable annular area to 
the flow (Fig. 1). As the buoyancy and weight forces of the 
float are constant the differential pressure across the float re
sulting from the Bernoulli's equation also remains constant (ne
glecting a boundary layer thickness, contraction and, in gases, 
expansion effects). To accept a given flow rate the float height 
changes to expose the annular flow area between the float and 
tapered tube. Therefore the float height being function of the 
annular flow area for the tapered tube is an indication of the 
flow rate. 

The rotameters are usually design and calibrated for a specific 
fluid and temperature, for example, for water at 15°C or for air 
at 1.01325 bar and 15°C. For fluid of different density and 
viscosity a correction factor should be applied. The density 
correction factors resulting from the basic theory of rotameter 
are commonly known and given, for example, in the handbook 
of Miller (1989). The viscosity correction factor practically is 
not available and the rotameter should be calibrated with the 
new fluid at actual temperature. To avoid the influence of vis
cosity the special float designs are recommended. A "viscosity 
limit" (or so call "viscosity immunity ceiling"), below which 
no viscosity correction is required, is sometime given for special 
float shapes (Fischer and Porter). 

In this paper, a relatively simple and efficient procedure for 
predicting the viscosity correction factor is presented. The 
method is applied to predict the actual flow rate of water at 
88°C (kinematic viscosity vu = 0.331*10"^ mVs) using a 
design rotameter scale valid for water at 15°C (kinematic vis
cosity 1̂15 = 1.146*10~* m^/s). A very good agreement be
tween experimental calibration and calculation results is demon
strated. 

Rotameter Scale Reading Reduction 

Rotameter Basic Equation. Resulting from the Ber
noulli's equation, from a sum of the forces acting on the float 
at static equilibrium at any float position and from the mass 
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flow continuity for a constant-density fluid the basic equation 
for rotameter is (Miller, 1989) 

Q = aA[2Vfig{pf, - p)l{Afip)f (1) 

where the flow coefficient a is introduced to correct for factors 
not included in the analysis such as viscosity, flow contraction, 
boundary layer and flow wake behind the float. It is assumed 
that the flow coefficient is a function of Reynolds number a = 
a(Re) typical for a given shape of float. The Reynolds number 
based on the gap width is 

Re = U{D - df,)lv (2) 

or 

Re = 4e/[7r(D + d,t)v] (3) 

Flow Correction Factors. The theoretical relationship be
tween the flow rate at actual (measurement) flow conditions 
2th(/j) and the rotameter scale reading Qi^sih) is obtained writ
ing Eq. (1) first for design conditions 

Q,,Ah) = a{Rt^,M{h)[2Vf,g(pf, - p^,)l{Af,p^,)]''' (4) 

and next for the actual flow conditions 

Q,^{h) = a{Rt,y,)A{h)[2Vfig{pf, - Ah)/(A^,Ah)]''' 

Dividing the above two Equations by sides we obtain 

e.h(/j) = Gde,(A)a(Re,h)/a(Redes) 

X {pi^APfl - P,h)/[Pth(Pfl - Pdes)]}"' 

(5) 

(6) 

In the case temperature changes we ignore the effect of tempera
ture expansion of float and tube material on the annular flow 
area. In Eq. (6) we can readily distinguish the density correction 
factor 

^dens = {Pdes(P// " P th) / [P th(P / / -

and the viscosity correction factor 

v̂isc = a(Re,h)/a(Redes) 

Pdes)J J 

To determine the viscosity correction factor we have to know 
the function a = a (Re). 

Function a = a!(Re). To determine this function we will 
use the rotameter scale valid for design (or calibration) condi
tions provided by the manufacturer. For more precise laboratory 
measurements or for old rotameters having unknown scale it is 
recommended to perform a new calibration test (at least for the 
upper and lower range limits). 
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FLOW 

Fig. 1 Rotameter equipped with a plumb type float (only float is in a 
scale) 

From Eq. (4) for a given rotameter we have 

a(Redes) = Q,.Ah)IA{h){A^p,J[lV„g{pft - PdeJ]}"' (7) 

From this equation, we will eliminate all variables except Reyn
olds number. In first step, we will eliminate fides (/j) using Eq. 
(3) 

Qi,,{h) = Re7r[£)(/i) + df,]uiJA (8) 

where: D{h) = D„ + 2htgi4>l2), and instead oi A{h) we will 
introduce an expression resulting from a rotameter geometry 
shown in Fig. 1. 

A{h) = 7r{[D„ + 2htg{<l>l2)r - d},}/4 

Now Eq. (7) is 

a(Re, h) = Rep^J{[D, + 2htg{<^l2) - df,] 

X [2Vf,g(pfl - Pdes)/(A/,Pde,,)]"') 

(9) 

(10) 

In the second step, we will find a function h = /i(Re) to 
eliminate the variable h. Knowing that the pressure drop across 
the float is almost constant we can assume a linear dependence 
between a flow rate and an annular flow area 

Gdes(/J) = CiA( /z ) + C2 ( 1 1 ) 

and after using Eq. (9) we have 

fides(/j) = Ci7r{[D„ + 2htg(4>/2)f - d},}/4 + Cj (12) 

Constants Ci and C2 will be determined from the lower and upper 
Umits of the rotameter scale valid in the design (or calibration) 
conditions (e.g., for water at 15°C) 

at /j = 0 is fi,es(/j = 0) = fi„i„ 

at rt = Wniax IS fides(» — "max) = fimax 

Therefore we have 

fimin = CMDI - dji)/4 + C2 

fimax = Cin{{Do + 2h^,Jg{cf>/2)f 

from which we receive 

dh}/4 + C2 

C, = (fimax - fimin)/{7r/ln,ax^^(<^/2)[D„ + h„,Jg{(p/2)] ] 

Cl = fimin - (fimax - fimin) (£>^ " d},)l 

{4h,n,Jgi4>/2)[D, + hr„,Jg(4>/2)]} 

Constants Ci and C2 are determined by the upper and lower flow 
rate limits of the scale valid for the design (or calibration) 
conditions and by the geometry of the tapered tube and float 
system. The accuracy of these constants depends on the preci
sion of the design (or calibration) scale and as well as on the 
accuracy of the geometrical parameters of the rotameter. 

After comparison of the right sides of Eqs. (8) and (12) 
and using expression D(h) = Do + 2htg{4>l2) and after few 
transformations one can obtain 

h = [Rei/des - 2ciD„ + ( R e ^ L + 4 Recid/,!/des 

+ AcUji - \6c,cJ-n)°']l{4c,tg{,pi2)-\ (13) 

Finally introducing Eq. (13) to Eq. (10) we obtain a general 
expression on the flow coefficient 

Q:(Re) = 2ci Rez/des/{ {Reî des - 2c^dfi + [ R e V L 

+ 4 Recirfffî des + 4c\d}i - 16c,C2/7r]'''} 

X {2Vsig{pf^ - /9des) / (A/ ,Pdes)] ' ' '} ( 1 4 ) 

In Fig. 2 a plot of the flow coefficient versus Reynolds num
ber obtained with the above formula and using data from Table 
1 is shown (solid line). The relationship for a(Re) is generally 
vahd for a given float, if we may assume a geometrical similarity 
for the whole range of the Reynolds numbers. The flow coeffi
cient a at the lowest Reynolds number (Re = 95.8) was ob
tained for the minimum flow of water at 15°C when the float 
was at the bottom of the rotameter scale, where in our case the 
ratio of diameters was DJdfi = 1.0125, and at the highest 
Reynolds number (Re = 936.3) for the maximum flow of water 

N o m e n c l a t u r e 

A = annular area between float and 
tapered metering tube = A{h) 
(m^) 

Afi = maximum float area = Afi = 
•Kdji/4 (m^) 

, C2 = rotameter constants (m/s) and 
(mVs) 

D = internal diameter of tapered me
tering tube = D{h) (m) 

Do = internal diameter of tapered me
tering tube at minimum flow rate 
(related to minimum annular 
area) = D(h = 0)) (m) 

dfi = maximum float diameter (m) 
g = gravity (m/s^) 

h = position (height) of float edge 
against scale giving flow rate 
reading (m) 

hmm = maximum position (height) of 
float giving maximum flow rate 
reading (m) 

Re = Reynolds number = U(D - dfi)l 
V 

U = average velocity of fluid in an an
nular cross section between float 
and metering tube (m/s) 

Vfi = float volume (m^) 
fi = flow rate (1/hr) 

fimin = minimum flow rate (1/hr) 
fimax = maximum flow rate (1/hr) 

a = flow coefficient 
V = kinematic viscosity of fluid 

(m^/s) 
p = fluid density (kg/m^) 

Pfi = density of float material (kg/m^) 
4> - cone angle of tapered metering 

tube (rad) 

Subscripts 

des = design (or manufacturer cali
bration) conditions of rotameter 
scale e.g. water at temperature 
of 15°C 

exp = result of experiment 
th = theoretical calculation (at 

measurement conditions) 
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Fig. 2 Flow coefficient a = a{Be) versus Reynolds number for rotameter 
equipped with a plumb type float (VEB Medingen, Dresden). Uncertainty 
In a = ±0.012 and in Re = ±2 at Q„i„, and in a = ±0.010 and in Re = 
±2.8 at Qmax- For all the uncertainty estimates, tlie assumed odds were 
20:1. 

at 15°C when the float was at the top of the rotameter scale, 
where Dm^Jdfi = 1.06. We see that the ratios of tube and float 
diameters are in a narrow range. Therefore our relationship 
represented by a solid line is generally valid for a given float 
because we may assume a geometrical similarity of the rotame
ter tube and float systems. Dashed parts of the a(Re) curve are 
its extrapolations obtained with the formula (14) assuming that 
at Re < 95.8 and at Re > 936.3 they are valid for fluids having 
higher or lower viscosity than water at 15°C, respectively. 

Moreover we also assume that an effect of slightly different 
float upstream flow structures for a float in the lower and upper 
part of the rotameter tube can be neglected. 

Procedure for Rotameter Scale Reduction. Using rota
meter for a fluid of different viscosity then viscosity of fluid for 
which the rotameter scale (at design or calibration conditions) is 
valid, the flow rate indicated on the scale has to be reduced 
to the flow measurement conditions with Eq. (6) . The flow 
coefficients ajes and a.h one has to determine from the formula 
(14) in which the Reynolds number Redes is calculated from 
Eq. (3) in which the expression D{h) = D„ + 2htg(<f>/2) and 
the expression on h resulting from Eq. (12) 

h= {[4(edes-C2)/(c,7r) D„}/[2?g(</./2)] (15) 

Table 1 Technical data of the rotameter type: G16 S (VEB 
Medingen) 

Lower limit of rotameter scale 
(1/hr) 

Upper limit of rotameter scale 
(1/hr) 

Height of rotameter scale (mm) 
Minimum diameter of tapered tube 

(at /i = 0, mm) 
Maximum diameter of tapered tube 

(at /i„„, mm) 
Taper of rotameter tube 
Maximum float diameter (mm) 
Minimum and maximum gap (mm) 
Maximum float area (mm ) 
Density of float material (stainless 

steel, Icg/m') 
Float volume (mm^) 

Symbol 

ymin 

Wmax 

"max 

Do 

•^max 
tg(4>'2) 
dj, 
D-dj, 
Afl 

Pfi 
Vfl 

Value 

10 

100 
203.5 ± 0.05 

16.2 ± 0.002 

16.96 ± 0.002 
(1867 ± 13) X 10" 
16 ± 0.002 
0.2 H- 0.96 
201.06 ± 0.06 

7850 
2846 ± 7 

thrmostatic bath 

Fig. 3 Rotameter calibration set up for cold and liot water 

is used 

Redes = 4 2 d e s ( / ! ) / { 7 n / d e , , [ ( 4 [ 2 d e s ( ^ ) - C2] / (c ,7 r ) 

+ djif'+ df,]} (16) 

The value of a,h = a(Re,h) cannot be calculated so simply 
as the value of ades = a(Redes) because the Reynolds number 
Reih is a function of unknown flow rate Qt^ih), whereas RCdes 
was a function of the rotameter reading Qdes(h). This inconve
nience we can overcome in the following way. As previously, 
the Reynolds number is calculated from Eq. (3) and after intro
duction the expression D(h) - D„ + 2htg{<i>l2) we obtain the 
relationship between Re,h and Qihih): 

Re,h = 4e,h(ft)/{7ri/,JZ)„ + 2htg(<t>/2) + df,]} (17) 

Accepting that for the flow rates fides (ft) and Qih{h) we have 
the same position of the float, the variable ft in Eq. (17) can 
be replaced by Eq. (15). In the result we obtain 

Re,h = 4e,H(ft)/{7rzvJ(4[edes(/«) - C2]/(c,7r) 

-i-

Introduction of Eq. (18) into (14) gives 

+ 4 ) " ' + 4']} (18) 

Uncertainties in directly measured and derived variables are at 20:1 
odds. 

a,h = a[fi ,h(/j)] (19) 

and introducing Eq. (19) into Eq. (6) gives the equation 

eth(/»)=/[e.h(ft)] (20) 

in which the only unknown value is the actual flow rate 2,h(ft). 
The solution of the above equation can be obtain with one 

of known numerical methods. We have used a relatively simple 
and effective iterative technique employing the spreadsheet 
QuattroPro. 

Step 0: Calculate the density correction factor resulting 
from Eq. (6) Fdens = {Pdes(P/i - Ah)/[Pth(P/( - Pdes)]}°^ and 
the flow coefficient ttdes = a(Redes) from Eq. (14) and using 
Eq. (16). 

Step 1: Assume the first value of Qa(h) equal to the value 
of the flow rate indicated by the rotameter scale, i.e., Q,t,(h) «= 
fidcs(^). 

Step 2: Calculate Re,h with Eq. (18) using the latest value 
offi,h(ft). 

Step 3: Calculate a(Re,h) with Eq. (14) using the latest 
value of Re,h. 

Step 4: Calculate new value of 2th(Re) with Eq. (6) using 
the latest value of a(Re,h). 

Step 5: If the new value of Gth(Re) is different from the 
previous one, for example by 0.1 percent, the calculation is 
continued starting from the STEP 2 using the latest value of 
2,h(ft). We will stop the calculation when the difference of 
new and previous value of Qitt(h) is lower then 0.1 percent. 
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Table 2 Results of measurements and calculations for rotameter G16 S (VEB Medingen) 

SCALE 

Giles 
(1/hr) 

6 
10 
15 
20 
30 
40 
50 
60 
70 
80 
90 
95 

100 

where S 

RSdes 

57.6 
95.8 

143.6 
191.2 
286.0 
380.3 
474.2 
567.5 
660.4 
752.9 
844.8 
890.6 
936.3 

T 

T 
•* e x p ("C) 

15.2 
15.0 
14.8 
14.6 
15.3 
15.3 
15.3 
15.2 
15.2 
15.1 
15.0 
15.0 
14.9 

es = 100(e»,p -

« 15°C 

MEASUREMENTS 

yexp 
(l/hr) 

7.87 
10.36 
15.16 
20.85 
32.13 
41.93 
51.71 
60.68 
70.56 
80.84 
89.76 
93.92 
98.96 

Giles VQexp 

itexp'tjdes 

1.311 
1.036 
1.010 
1.042 
1.071 
1.048 
1.034 
1.011 
1.008 
1.010 
0.997 
0.989 
0.990 

Odes 

% 
32.7 

3.5 
1.0 
4.1 
6.6 
4.6 
3.3 
1.1 
0.8 
1.0 

-0 .3 
-1.1 
-1 .0 

and 6,h = lOOCGexp -

MEASUREMENTS 

T 
^ exp (°C) 

86.9 
87.6 
— 

87.9 
88.6 
88.0 
88.4 
87.7 
88.2 
88.7 
88.7 
89.0 
88.4 

GthVeexp 

icexp 

(l/hr) 

13.62 
17.24 
— 

29.53 
41.68 
52.35 
62.95 
72.25 
83.43 
94.29 

104.1 
108.7 
114.1 

iiexp'iiides 

2.271 
1.724 
— 

1.477 
1.389 
1.309 
1.259 
1.204 
1.192 
1.179 
1.156 
1.144 
1.141 

T 
' exp 

Ch 
(l/hr) 

15.55 
19.69 
— 

29.15 
40.14 
50.36 
60.56 
70.73 
81.01 
90.71 

101.5 
106.5 
111.7 

« 88°C 

CALCULATIONS 

Re.h 

506.6 
644.8 
813.1 
979.8 

1323 
1644 
1981 
2289 
2628 
2969 
3292 
3466 
3604 

s„ 
(%) 

-14.2 
-14.2 

— 
-1 .3 

3.7 
3.8 
3.8 
2,1 
2.9 
3.8 
2.5 
2.0 
2.1 

«th/a(les 

2.545 
1.931 
— 

1.467 
1.313 
1.235 
1.189 
1.157 
1.135 
1.119 
1.106 
1.101 
1.095 

Sth/Qdes 

2.594 
1.968 
— 

1.495 
1.338 
1.258 
1.211 
1.179 
1.157 
1.140 
1.127 
1.121 
1.116 

This calculation procedure is fast convergent and only a few 
iterations are needed to obtain the final value of Qtt,(h). Now 
we can also determine the viscosity correction factor Fvisc = 
a(Re,h)/a(Redes)-

Experimental Verification 
The correctness of the developed theory and the calculation 

procedure of the viscosity correction factor has been tested 
experimentally using a typical rotameter design equipped with 
a plumb type float for water of 15°C and having a flow rate 
range from 10 to 100 l/hr (Table 1). The experimental setup 
is shown in Fig. 3. It is in fact a simple calibration apparatus 
to which a thermostatic bath is included. The flow rate was 
measured with a weight technique using a precise laboratory 
weight having a resolution of 0.1 g and a digital stop watch. 

In Table 2 the results of calibration (measurements of the 
actual flow rate versus readings of the scale) of the tested rota
meter for water at approx. 15°C and at 88°C, and as well as the 
results of the calculated flow rates and the viscosity correction 
factor for water at 88°C along the rotameter scale are presented. 
Some of these data are compared on the diagram in Fig. 4. We 
can see that readings of the scale and measurements of water 
flow rate at 15°C with the weight technique are relatively close 
(empty squares). Recorded discrepancies are within the guaran
teed maximum error of ±2.5 l/hr (i.e., the error resulting from 
the relative maximum error of ±2.5 percent referred to the 
upper limit of the rotameter scale equal 100 l/hr). For example 
the highest discrepancy of 2.13 l/hr was recorded at Qjes = 30 
l/hr. 

The measurements of the water flow rate at the temperature 
of 88°C are located much higher then readings of the flow meter 
scale. At the upper limit of the rotameter scale (100 l/hr) the 
actual flow rate is equal fiexp/Gdes = 114 of the scale reading 
and this departure frotn the scale reading rises up to the value 
of 1.72 at the lower limit of the scale (10 l/hr). These large 
divergences cause that measurements of the flow rate of hot 
water with the rotameter without new calibration or without 
using precise correction factors are not recommended. 

The effect of temperature is stronger at lower flow rates when 
the annular gap between the float and tapered tube is narrower. 
The mean reason of the significant effect of temperature on the 
differences between the reading of the rotameter scale and the 
actual flow rates is the strong change of the viscosity of water 
with temperature (Popiel and Wojtkowiak, 1995). A kinematic 
viscosity of water at 15°C is îdM = I'ls = 1.146 X 10"* m^/s 
and at 88°C is i/,h = Uss = 0.331 X 10"' mVs. In our case the 
calculated viscosity flow correction factor is varied from Fvisc 

= ath/ttde,, = 1.095 at gdes = 100 l/hr to aja^^s = 1.93 at Qdes 
= 10 l/hr. 

Influence of density is stable along the scale and very weak 
as the changes of water density are rather low. A density of 
water at 15°C is p^,, = 999.1 kg/m^ and at 88°C is p,,, = 966.7 
kg/m^, and the density correction factor is Fde„s = {PdeApfi ~ 
P.h)/[/0,h(P/, - P d e s ) ] ) ' ' ' = 1.019. 

A comparison of the calculation results based on the devel
oped theory predicting water flow rates at temperature of 88°C 
(solid line in Fig. 4) shows a very good agreement with the 
results of direct measurements of flow rate obtained with the 
weight technique (filled squares). The sources of some discrep
ancies can be an inaccuracy of the gap width determination 
which is more critical at lower flow rates when the gap is very 
small, and as well as an effect of the inlet flow structure and a 
slight departure from the geometrical similarity of the rotameter 
tube and float system. Generally, the differences between mea
sured and calculated flow rates of water at 88°C are below 
the guaranteed maximum error for this rotameter (±2.5 l/hr). 
However, the local relative errors at low flow rates reach the 
values of 14.2 percent. 

Conclusions 
It was found that viscosity of fluid has a very strong effect 

on the readings of the rotameter having a plumb type float. The 
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Fig. 4 Comparison of measured and caiculated flow rates along the 
rotameter scale for temperature of water 15°C and 8S°C. Uncertainty in 
theoretical values of Qth/Qdes = ±0.048 at Omi„ and Qn/Qd.. = ±0.02 at 
Qma.. Uncertainty in measured values of Q.«p/Qdes = ±0.024 at Q^,„ and 
Qexp/Qdes = ±0.01 at Q„,x. In scale readings Q^,, = ±0.2 l/h. For ail the 
uncertainty estimates, the assumed odds were 20:1. 
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calculation procedure for the viscosity flow correction factor float system, i.e., it is valid for low changes of the ratio of the 
for rotameter used in different conditions from design (or cali- rotameter tube and float diameters. Also the effect of inlet flow 
bration) ones determined by manufacturer (i.e., usually for wa- structure is neglected, 
ter at 15°C or for air at 15°C and 1.01325 bar) has been devel
oped. The theory was tested experimentally with the typical References 
rotameter for water at 15°C. A comparison of measured flow VEB Medingen: VEB MLW Prufgerate Werk Medingen, Dresden. Durchflus-
rates of water at 88°C and theoretically corrected readings of smesser Baureihe GSV (technical data of rotameter, type of tube: G16 S). 
thp rr.Himptpr cpnip shnwpH a vprv onni^ aorPPtnont Tn this rnof. ^^^^^'^ ^"'' P"'^""'' 'nstrumentaUon for Process/Power/Environmental, General 
the rotameter scale showed a very good agreement, in this case ^^^^^^^ ^.^.^^^^ g. Measurements and Transmission. 
the viscosity ratio was Vislv^a = 3.46 and the viscosity COrreC- Miller, R. W., 1989, Flow Measurement Engineering Handbook. Second Edi
tion factor varied from fvisc = 1-095 at the upper limit of the tion, McGraw-Hill, pp. 6.23-6.27,14.43-14.58. 
scale equal 100 1/h to 1.93 at the lower limit 10 1/hr. P°P '^ ' ' ^ Z O . , and Wojtkowiak, J., 1995, "Formulas for thermophysical 

^ , , • , . , ,. . . . properties of water for heat transfer calculations on PC (from 0°C to 150°C)." 
The presented calculation procedure for viscosity correction cieplownictwo Ognewnictwo Wentylacja, No. 2 (299), Feb., pp. 5 5 -

is based on a geometrical similarity of the rotameter tube and 58 (in Polish). 
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Particle-Surface Interactions in 
Heat Exchanger Fouling 
The problem of fouling is of vital importance to heat exchanger efficiency and should 
be considered during the design phase of the heat exchanger. The purpose of the 
present paper is to introduce a novel method to aid in the evaluation of the various 
parameters that affect the fouling phenomenon. The method considers the particle-
surface interaction from the energy balance at the point of impaction and takes into 
consideration the material properties of the particle and surface as well as the effect 
of the surrounding flow field on the particle movement and impaction. The calculated 
deposition flux is used to form the deposit evolution in time considering the removal 
mechanisms resulting from fluid shear stress and the eroding impacts of the particles. 
The model is validated against experimental measurements of particle deposition 
from a two phase flow of hot gases around a circular cylinder. The experimentally 
measured flow field around a staggered tube bundle is also predicted and a fouling 
analysis is performed regarding the validity of fouling studies in scaled down model 
configurations. It is concluded that the actual dimensions of the heat exchanger 
configuration are of vital importance to its fouling behavior and scaling laws are 
difficult to apply. 

I Introduction 
Fouling is a major problem in many industrial applications 

such as turbomachinery (Tabakoff, 1984) and heat transfer (Ta-
borek, 1972). The purpose of the present paper is to introduce 
a numerical method that will serve as an engineering tool to 
study the fouling phenomenon. More specifically, the method 
will be applied to heat exchanger fouling in lignite utility boil
ers; here the flue gases carry ash particles up to the superheater 
area and deposit them onto the tube surfaces thereby reducing 
heat transfer efficiency. 

There have been many numerical models developed to predict 
the fouling phenomenon. The basic concept used to describe 
fouling is due to Kern and Seaton (1959) who define the growth 
of the deposit as the result of a deposition flux and a removal 
flux which will eventually reach equilibrium. They expressed 
this through an exponential equation. Through a series of papers, 
Cleaver and Yates (1973, 1976) formed a deposition model 
where deposition is expressed using the friction velocity and 
the particle concentration and the expression for the removal 
rate is from their turbulent burst theory using a critical wall 
shear stress. Though the approach is quite different, they de
velop an exponential equation similar in form to the one by 
Kern and Seaton. Papavergos and Hedley (1984) examined a 
number of deposition models but limited their comparisons to 
simple flow fields where the models took the flow into account 
through the particle relaxation time or the flow Reynolds num
ber. Local surface conditions were most often ignored. 

"Global" models, such as those previously mentioned, have 
shown acceptable agreement with experimental measurements 
as far as deposit build up in time and overall exchanger effi
ciency is concerned. However, they don't provide information 
regarding the deposit distribution and the effect of flow field 
parameters, particle material, and heat exchanger configuration 
on the overall phenomenon. This would significantly help the 
design stage due to the importance of these parameters (Hein, 
1977). 

One of the most important mechanisms in particle deposition 
is the impaction mechanism. Rogers and Reed (1984) and Fich-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
September 24, 1995; revised manuscript received March 1,1996. Associate Tech
nical Editor; M. W. Reeks. 

man and Pnueli (1985) both introduced an elastic-plastic impact 
model that provides a criterion for the adhesion or rebound of 
a particle impacting a solid surface based on the particle impact 
velocity and the material properties of both the particle and the 
surface. Although the models were much alike, the papers were 
directed toward different applications (surface coating and fil
tration, respectively). Wall et al. (1988) improved the original 
model by taking into account a dynamic yield limit to distin
guish elastic from elastic-plastic impactions. 

In heat exchanger fouling, the flow field is highly complex 
(Dowlati et al., 1992; Braun and Kudriavtsev, 1995) and should 
not be neglected. In the methodology to be presented here, 
the flow field (velocities and temperature) will be numerically 
predicted through a solution of the Navier Stokes and energy 
equations using a collocated control volume method based on 
the SIMPLE pressure correction algorithm, while the k-e turbu
lence model will account for the effects of turbulence. A La-
grangian particle tracking method will be used (Burry and Ber
geles, 1993) that takes into account the anisotropy of the turbu
lence. Knowledge of the flow field characteristics allows the 
direct evaluation of the effect of lift forces, thermophoretic 
forces, and turbulent fluctuations on the particle behavior. The 
impact-adhesion theory will be used in combination with the 
particle tracking method to form a novel deposition model, 
which will determine particle sticking or rebound after im
paction. Material properties of the particles and tube surfaces 
are influenced by the local temperatures and will be considered 
due to the nature of the impact-adhesion model. After the depo
sition rate has been locally calculated, an exponential equation 
is used to calculate the evolution of the deposit in time, while 
the removal rate is calculated using the local fluid shear stress 
as well as an eroding shear stress which is calculated from the 
particle impactions. This leads to the calculation of the deposit 
distribution on the heat exchanger surfaces, making the method 
particularly well suited for heat exchanger design methodolo
gies. 

The full methodology will be used to predict the two-phase 
flow of combustion gases and particles around a circular cylin
der in crossflow. The particle deposition rates to the surface of 
the cylinder will be compared with experimental measurements 
for various particle diameters. Finally, the fouling phenomenon 
on a staggered tube bundle arrangement will be studied. As will 
be shown, conflicting factors between the flow field and parti-
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cles make it difficult to study the fouling phenomenon in scaled-
down geometries since known similarity laws do not apply. This 
makes numerical studies essential for this type of engineering 
problem. 

II The Impact-Adhesion Model 

Theoretical Analysis. The novelty of the method presented 
here to calculate the deposition rate of particles impacting a 
surface rests in the fact that the calculation takes into account 
the local conditions before and during impact. These conditions 
are determined by the initial impact velocity, the material prop
erties of the particle, and the surface and the influence of the 
flow field through the lift force and the thermophoretic force 
acting on the particle. The local temperature also affects the 
material properties of the particle and the surface. 

The first part of the model is based on the original concept 
of Bitter (1963a) that the energy available to a particle just 
before it impacts onto a surface is the kinetic energy due to its 
velocity, while the most important energy loss mechanisms are 
plastic deformation (provided the impact velocity exceeds a 
certain limit defined by the material properties of the particle 
and surface) and elastic wave propagation during the first phase 
of the impact. The energy stored as elastic energy will be re
turned to the particle during the second phase which begins 
after the particle reaches the point where its velocity is zero. 
For a spherical particle with mass (nip), radius (R = d/2), 
moving with a velocity (V) normal to a plane surface and im
pacting on to the surface, the following energy balance equation 
can be written (Wall et al., 1988); 

e, - QL-QP = QE (1) 

where the initial kinetic energy of the particle g, = jiUpV^ is 
lost to plastic deformation and dissipated due to elastic wave 
propagation (a modification to Wall et al., 1988, based on Reed, 
1985). The remaining stored elastic energy is then returned to 
the particle as kinetic energy. If this is larger than the energy 
due to attractive forces between particle and surface QE, Q'A 
then the particle will rebound, otherwise it will stick to the 
surface. The attractive forces are mostly due to dispersion forces 
that are dependant on the electrical properties of the volume 
elements of the materials and the distance between them. They 

are present in all types of matter and are sometimes cited as 
the London dispersion forces (Fowkes, 1964). 

For a particle of known size and velocity the full expressions 
for the terms in (1) are functions of material properties of 
the particle and the surface to which it impacts: E (Young's 
modulus), u'' (Poisson's ratio), Y (Elastic yield limit of the 
softer of the two materials), p (particle density), and Ay = 
'^'(ytyi (interfacial surface energy derived from the dispersive 
surface energies of the two materials, Fowkes, 1964). These 
expressions used by Rogers and Reed (1984) and then by Wall 
et al. (1988) were originally introduced by Bitter (1963a) based 
on the Hertz theory. However, they are rather complex and 
therefore only our modifications to the basic theory will be 
presented here. The impact-adhesion model without flow field 
effects has already been validated in Wall et al. (1988) for 
particles impacting surfaces of various materials. The only other 
addition presented to this part of the model is the energy loss 
due to elastic waves propagating away from the point of im
paction that is important only in purely elastic impacts since it 
is the only energy loss mechanism present. Validation of this 
form of the model has been presented in Bouris-Burry and 
Bergeles (1994), 

The novelty presented in this paper is the extension of the 
model to situations with a surrounding flow field. In this case, 
the shear stresses of the surrounding flow result in a force that 
acts on the particle in the direction of the velocity gradient and 
therefore becomes a lift force in the area near a wall. This lift 
force (Saffman, 1965) can be expected to play an important 
role in particle resuspension from the wall since shear stress is 
significant here. As stated by Cleaver and Yates (1973) the 
following expression can be used: 

F, = 0.83 ^ d' 
(3/2) 

(2) 

If the lift force is assumed to be constant over the second phase 
of the impact when the particle begins to move away from the 
wall then the energy transferred to the particle will be: 

film = PL^, <5 (3) 

where 6 is defined by Bitter (1963a) and r, is calculated from 
(Wall et al., 1988). 

N o m e n c l a t u r e 

A = area (m^) 
C,, Cm, C,, K2 = constants 

£>cyi = heat exchanger cylinder 
diameter (m) 

E = Young's modulus (Pa) 
EL, fiiift = lift force (N) and lift 

energy (J) 
k = thermal conductivity 

(W/m/K) 
m, m = mass (kg) and mass 

flux (kg/s) 
Q'A = attractive energy be

tween particle and sur
face (J) 

QE = Stored elastic energy 
(J) 

Qi = initial kinetic energy of 
particle (J) 

QL = energy dissipated due 
to elastic wave propa
gation (J) 

QP = plastic deformation en
ergy (J) 

Mr = 

R = universal gas constant 
(8.315 kJ/kmol/K) 

R = d/2 = particle radius and di
ameter (m) 

r, = radius of total contact 
area between particle 
and surface (m) 

Stk = particle Stokes number 
Stm, jp = nondimensional depo

sition rate and particle 
deposition flux (kg/ 
mVs) 

t = time (s) 
To = local temperature (K) 
Ua. = freestream velocity 

(m/s) 
( r ,v /p) ' " = friction velocity (m/s) 

V - particle velocity (m/s) 
Y = elastic yield limit (Pa) 
6 = total approach between 

particle and surface 
(m) 

Ay, y"* = interfacial surface energy and 
dispersive surface energy (J/ 
m^) 

X = molecular mean free path (m) 
i/'' = Poisson's ratio 

\i,v = dynamic (kg/m/s) and kine
matic (m^/s) viscosity of fluid 

p = density (kg/m') 
Pp,„ = particle mass concentration at 

free stream (kg/m^) 
Ter, T„ = crodlng particle shear stress 

and wall shear stress (kg/m/ 

Subscripts 
p = particle 
00 = freestream 
g = gas, fluid 
d = deposit 
r = rebound 
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It should be stated here that the range of (2) has been a 
matter of research lately. Hall (1988) measured the lift force 
acting on a particle near a wall and concluded that the Saffman 
expression is reasonably accurate only for particles with a ^ = 
Rurly < 20. In the present work, the lift force is considered 
negligible during the first phase of the impaction because the 
plastic deformation is almost always several orders of magni
tude larger than the energy due to the lift force. On the other 
hand, during the second phase, the elastic energy remaining, 
the surface energy of adhesion and the energy due to the aerody
namic lift force are all influential to the rebound or adhesion 
of the particle. Furthermore, in the cases to be studied a * < 
14 which warrants the use of (2). Finally, the unsteadiness of 
the lift force has not been considered since its complexity is 
not in the scope of the model but it would provide an interesting 
topic for investigation. 

After the energy balance, the normal rebound velocity can 
be calculated: 

Vr = 

2 1(1/2) 

{Qi -QP-QA-QL + Giif.) (4) 

where QL is significant only for purely elastic deformations. 
The impact adhesion model as presented above determines 

whether a particle of given impact velocity and material proper
ties will stick or rebound from a surface whose material proper
ties are also known. If rebound occurs then the normal rebound 
velocity is also calculated. At this stage it is assumed that the 
tangential velocity does not significantly influence rebound or 
adhesion of the particle but its influence will be considered as 
an eroding shear stress on the deposit in the next part of the 
model. 

Prediction of Particle Deposition Onto a Cylinder in 
Crossflow. The impact adhesion model is now incorporated 
into the two-phase flow numerical procedure that has already 
been extensively tested (Burry and Bergeles, 1993; Balabani et 
al , 1994). The calculation of the flow field is accomplished 
through a collocated control volume procedure based on the 
SIMPLE pressure correction algorithm of Patankar and Spal
ding (1972) with the fc — £ turbulence model and a stochastic 
Lagrangian particle tracking procedure (Burry and Bergeles, 
1993) that takes the anisotropy of the turbulence into account 
through an algebraic Reynolds stress model. All of the equations 
are solved in orthogonal curvilinear coordinates. 

The particle deposition model developed so far was validated 
against experimental measurements of particle deposition onto 
a circular cylinder in high temperature particle laden cross flow 
(Kim and Kim, 1992). In the experimental configuration the 
combustion gases flowing past the cylinder were laden with 
TiOz particles and the cylinder was covered with a platinum 
ribbon, which complies with the rigid body assumption since it 
was six times thicker than the maximum particle diameter. The 
Reynolds number of the flow past the cylinder was Re = 54 
based on freestream velocity and cylinder diameter. The temper
ature of the flow and cylinder surface was 1603 K and 1171 K, 
respectively (T„/T„ = 0.731) while the freestream turbulence 
before the cylinder was measured at 2.5 percent (r.m.s. velocity 
over mean flow velocity). Particle concentration at freestream 
was monitored not to overcome 10'° particles/m' to avoid ef
fects of turbulence or Brownian coagulation. For the numerical 
predictions the concentration was kept at this limit for all parti
cle sizes. The particles that had deposited onto the cylinder after 
a given time were counted and a particle deposition rate was 
calculated and nondimensionalized: 

St„ = Jp 

P,.,U„ 
(5) 

is inertial impaction but small particle diameters are strongly 
influenced by large temperature gradients in the flow field. Mo
lecular impactions on the hotter side of the particle deliver more 
momentum and result in a force acting in the opposite direction 
of the temperature gradient. This is significant only if the mean 
free path of the molecules is not negligible in relation to the 
dimension of the particle. The phenomenon is called thermo-
phoresis and to account for this the thermophoretic force was 
added to the existing particle tracking method by introducing 
the new term into the equation used for particle tracking. The 
force due to thermophoresis is (Talbot et al., 1980): 

FT = 
llix^ivRCsJkJkp + C,\IR) VT 

(1 + 3C„\/R)(l + Ikjkp + 2C,\/R) T, 
(6) 

For large particles the most important deposition mechanism 

where the mean free path is \ = 0A3iy {\/R is the Knudsen 
number), C, = 1.17, C„ = 1.14 and C, = 2.18 are empirically 
determined constants. 

The flow field around the cylinder and the deposition onto 
its surface was numerically calculated with the impact adhesion 
model giving the distribution of particle mass flux depositing 
onto the cylinder. The fact that the Reynolds number of 54 is 
laminar raises the problem of stochastically modeling the parti
cle trajectories since the turbulent fluctuations are needed for 
their statistical representation. Instead of arbitrarily imposing a 
turbulent fluctuation at each point based on the inlet turbulence 
intensity of 2.5 percent, it was considered preferable to model 
the transport of the inlet turbulence with the A; - e turbulence 
model. Parametric computations showed that the effect of the 
turbulence model on the mean velocities in the front of the 
cylinder (stagnation point to 90 deg) is negligible and will 
therefore not introduce significant deviations in the calculations 
since it is this region that mostly influences particle movement 
near the cylinder. 

The material properties of the particle and surface are essen
tial to the correct performance of the impact-adhesion model 
and are also influenced by the local temperature. Unfortunately, 
precise values are not always available. For the case presented 
here the values for the density. Young's modulus, and Poisson 
ratio were taken to be pxioz = 4170 kg/m', pn = 21450 kg/ 
m ' , E-^ioi = 17 GPa, £« = 67 GPa, i/?i02 = 0.47, and v^, = 
0.45, which were obtained from linear interpolation to their 
respective temperatures from the values at 20°C {Mark's Hand
book, 1978) and the respective melting point temperatures. Ay 
= 0.166 J/m^ from Fowkes (1964), the elastic yield limit of 
Pt was also interpolated to the required temperature Y = 38.7 
MPa and the thermal conductivities needed for the thermopho
retic force were yfcxioz = 3.78 W/m/K and k^^, = 0.091 W/m/ 
K at their respective temperatures. 

The nondimensional deposition rates are shown in Fig. 1 and 
it is interesting to note that the values of the deposition rate are 
an order of magnitude larger for the 20 /xm particles. This is 
mostly due to the fact that the smaller particles tend to follow 
the streamlines of the flow and do not impact onto the cylinder 
as easily as the larger ones. The thermophoretic force is more 
prominent in the smaller particle sizes and is responsible for 
their impaction onto the cylinder surface. This is evident from 
Fig. 2(a) where the mean impact angle is shown for the three 
particle sizes. The two smaller sizes impact at about 60 deg 
independent of the position on the cylinder whereas the 20 /j,m 
particles tend to reach a tangential impaction near the 90 deg 
point from stagnation. This proves that the impact angle for the 
20 jxm particles is determined by the angle of their approach 
to the cylinder while the smaller particles which follow the 
streamlines are pulled toward the cylinder surface by thermo
phoresis. It should also be noted that in the smaller particle 
sizes deposition is also found on the back of the cylinder which 
is due to particles entering the recirculation zone behind the 
cylinder as opposed to the larger particles, which simply fly out 
of the recirculation area due to their momentum. 
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Fig. 1 Numerical prediction of the nondimensional deposition rate of 
various sizes of TiOz particles onto a Pt cylinder in crossflow (Re = 54) 
with a temperature difference between surface and fluid T„/T^ = 0.731 
(Kim and Kim, 1992) 

In Fig. 2{b) another interesting fact can be seen, the smaller 
particles stick almost immediately upon impacting the surface 
while the larger particles have a tendency to bounce after their 
first contact with the cylinder surface. This can be explained 
by considering that the smaller particles are actually pulled 
toward the surface by thermophoresis while the larger particles 
impact onto the cylinder mostly due to their inertia and will 
therefore have a normal velocity large enough to result in one 
or two bounces before it is lost and can be overcome by the 
surface adhesion forces. 

The discrepancies in Fig. 1 can be attributed to the uncertain
ties mentioned before regarding the flow field and the turbulence 
fluctuations that influence the particle trajectories. There is also 
a degree of uncertainty regarding the assumed linear variation 
of the material properties as a function of temperature. The 
variation of these properties is actually rather complex but it 
would be interesting to see the effect of the precise values with 
respect to temperature on the performance of the model. Finally, 
it should be noted that the reported experimental uncertainty 
was 5.3 percent for the measurement of the deposited particle 
size and number distribution and 4.5 percent for the same quan
tities at the inlet (Kim and Kim, 1992). 

Ill Numerical Study of Heat Exchanger Fouling 
In this section, the numerical model will be extended to ac

count for the evolution of the deposit in time by using an expo
nential equation to relate the deposition rate that has been calcu
lated to the parameters that will influence deposit removal (re-
suspension). 

Evolution of the Deposit in Time. The expression that wiU 
be used to describe the evolution of the deposit in time is based 
on the Kern and Seaton (1959) concept of a deposit and a 
removal flux. If the removal flux is considered dependant on 

the local fluid shear stress and on the amount of mass already 
deposited, then integration will give the deposit mass as an 
exponential function of time: 

[1 - &Xp(-K2Tj)] (7) 

The above equation shows that for a given deposition rate 
and flow field conditions a maximum deposit (asymptotic de
posit) is reached after a certain time and its mean value remains 
constant from then on. This is in accord with experimental 
and operational observations that confirm the existence of an 
asymptotic deposit. The term outside the brackets in (7) is the 
asymptotic deposit mass at which the mechanisms of deposition 
and removal will be in equilibrium. 

The method used here is based on (7), where the deposition 
rate is calculated from the impact-adhesion model presented 
above, and the shear stress is calculated from the solution of 
the Navier-Stokes equations around the tubes. Experimental and 
industrial observations can help to determine the value of K2, 
which is a parameter of the strength of the deposit. If the asymp
totic deposit volume (and therefore mass) is known at a given 
position of the tube then the value of the constant can be deter
mined and the deposit build up on the rest of the tube or on the 
other tubes of the bank can be predicted. 

Due to the tangential velocity component of particles im
pacting a surface there will be a certain amount of "erosion" 
of the deposit and reentrainment back into the flow. This can 
be expressed as an eroding shear stress that acts along with the 
fluid shear stress, although it will have a different distribution 
on the surface. This shearing action can be expressed as: 
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Fig. 2 (a) Mean impact angle and (b) Mean number of impacts before 
adhesion of various sizes of Ti02 particles onto a Pt cylinder in crossflow 
(Re = 54) with a temperature difference between surface and fluid T„/ 
T„ = 0.731 (Kim and Kim, 1992) 
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ST/d=3.6 

Fig. 3 Orthogonal curvilinear oomputational grid (129 x 71) and stream
lines of the flow for Re = 13000 for a staggered tube bundle 

^ (^imp^tang) 
(8) 

where A is the area of the surface where the impacting mass 
flux is considered and the summation refers to all particles that 
impact onto that area. The above equation is of course an over 
simplification of the erosion process, however, it is not intended 
to play the part of an erosion model, only to represent the 
shearing action that the tangentially impacting particle mass 
flux will add to the fluid shear stress. The variation of the 
calculated erosion with impact angle is a rough approximation 
of the erosion of a soft and ductile material (Bitter, 1963b) (the 
high temperatures observed in utility boiler heat exchangers 
allow the deposit to be treated as such) which would normally 
have a maximum at about 10 deg impact angle instead of a 
perfectly tangential impact that is implied by (8). Considering 
the nature of the constant K2 it can be taken to be the same for 
the shear stress due to the fluid and the eroding shear stress so 
(7) becomes: 

m^ 
K2(T„ + Ter) 

[1 -exp[-K2(T„ + T,,)t]} (9) 

At a given location of the surface and for a given deposition 
flux, the evolution of the deposit in time is dependent on the 
mass flux impacting at that location, the velocity of the im
pacting particles, and the shear stress of the fluid. The distribu
tion of each of these properties on the surface is different. For 
the test cases that will be presented in the next section, the 
shear stress due to erosion and the fluid shear stress were of 
the same order of magnitude for a mass loading of 1 percent 
but for a mass loading of about 50 percent the shear stress due 
to erosion would be 1-2 orders of magnitude larger than the 
fluid shear stress (depending on the location on the surface of 
the tube where they are being compared). 

Fouling in a Staggered Arrangement Heat Exchanger. 
The flow field in the staggered tube bundle arrangement of Fig. 
3 was experimentally and numerically studied in Balabani et 

y/d 

Cx/d=1.6 
Cy/d=3.6 

r — I 

1 m/aec 

r / d 

Fig. 4 Numerical predictions of the experimental measurements of the 
mean axial velocities (Balabani et al., 1994) in the staggered tube bundle 
of Fig, 3 

Table 1 Particle size distribution for a typical lignite utility 
boiler 

Particle diameter dp (/im) 700 300 145 45 
Percentage of total mass (%) 12.8 23.3 27.2 36.7 

al. (1994). The numerical procedure is the same as the one 
used in Section 2.2 and the orthogonal curvilinear computational 
grid and the streamlines of the flow for a Reynolds number of 
12858 (based on the tube diameter and the maximum velocity 
in the tube bank) are shown in Fig. 3. Comparison of the experi
mental measurements and the numerical calculations are pre
sented in Fig. 4 for the mean axial velocities of the flow. 

For the two-phase flow calculation the particles were taken 
to have the material properties of AI2O3 and a density of 2300 
kg/m^ which is closer to the actual density of the depositing 
ash particles in a lignite utility boiler superheater. The fluid and 
particle properties were taken at a temperature of 900°C and 
the material properties of the surface were those of steel at a 
temperature of 600°C. 

The particle size distribution was taken from a typical lignite 
utility boiler size distribution and is presented in Table 1, while 
their inflow distribution was considered uniform. The total mass 
loading was 1 percent while the fluid velocity was taken to be 
12 m/s, a typical value for utility boilers. The numerical proce
dure gave the distribution of the particle mass deposition flux 
on the tubes, the fluid shear stress on the tubes, and the eroding 
shear stress from the particle impactions. The K2 constant was 
evaluated based on the industrial observation of the Public 
Power Corporation (PPC) of Greece that the maximum deposit 
height in a lignite utility boiler heat exchanger is about 1-2 
tube diameters (Bouris-Burry and Bergeles, 1994). This was 
considered to be the maximum height for the stagnation point of 
the first tube and from this value the K2 constant was calculated 
allowing the use of (9) for the calculation of the evolution of 
the deposit at all the other positions in the tube bundle. 

Ideally, the deposition should be calculated for a short time 
period i.e., until the cylinder's shape begins to change, then the 
flow field should be solved again using the new tube shape 
and so on. This was neglected in the present calculation. Time 
dependence of the deposit is expected to lead to slower fouling 
rates than those predicted here due to the streamlining of the 
tube shape by the deposit and easier particle bypass of the 
tubes. With this in mind, the results indicate that the maximum 
(asymptotic) deposit is reached in about two weeks and the 
deposit formation can be seen in Fig. 5. It should be mentioned 
that at this stage of the computations the temperature variation 
(and therefore fluid density variation) of the fluid was neglected 
in order to limit the influential parameters to the particle Stokes 
numbers and the tube bundle arrangement for the analysis that 
will follow. 

Table 2 allows a better understanding of the mechanisms 
involved in the adhesion process by presenting the values of 
the various energies involved in an impact. The values refer to 
90 ^m AI2O3 particles impacting a steel surface and the interfa-
cial surface adhesion energy was taken to be 0.15 J/m^, which 
is the value for the two substances slightly increased to account 

y / d 
Maximum Deposit in 14 days 

Fig. 5 Fouling in a full scale staggered tube bundle without temperature 
variation 
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Table 2 Characteristic values of energy time during particle impact to a surface 

Impact 
velocity 

(m/s) 

15 
9.9 
5.1 
0.9 
0.015 

Initial kinetic 
energy (J) 

.987658 10"' 

.430224 10-' 

.114173 10"' 

.355557 I 0 - ' 

.987657 10"" 

Plastic 
deformation 
energy (J) 

.987182 10"' 

.429909 10"' 

.114012 10~' 

.352724 10"' 

.685559 10"" 

Surface 
adhesion 

energy (J) 

.256579 10"" 

.194538 10"" 

.125083 10"" 

.395626 10- ' ' 

.354803 10"" 

Aerodynamic 
lift energy (J) 

.146483 1 0 " 

.96683 10"' ' 

.498125 10- ' ' 

.880052 10-'= 

.157696 lO-'"* 

Rebound 
velocity 

(m/s) 

0.32544 
0.26337 
0.18736 
0.0758 
0.0 

for the sticky layer of condensed vapours that are always present 
in a utility boiler heat exchanger. For the aerodynamic lift force 
energy the value of the fluid shear stress was taken to be 2 kg/ 
m s ' while for the flow field that was studied typical values 
ranged from 0.3 at the front of the first cylinder to 12. at the 
90 deg position and then to 0.1 at the 175-180 deg position. 
It is obvious that the aerodynamic lift force and the aerodynamic 
lift energy will follow the trend of the shear stress along the 
surface of the cylinders according to (2). 

It is interesting to note that the plastic deformation energy 
is the main energy loss mechanism while the adhesion and 
aerodynamic lift energy are of the same order of magnitude. 
Allowing for the variation of the value of the fluid shear stress 
(which affects the aerodynamic lift force) along the tube surface 
it is obvious that the lift force is important to the adhesion 
process. The dependence of the aerodynamic lift energy on the 
impact velocity is due to 6 in (3), which is the total approach 
between the particle and surface during impact. Another inter
esting observation is that the adhesion and aerodynamic lift 
energies become even more important at small impact velocities 
where plastic deformation is not as pronounced. The small ve
locities, at which the particles are shown to adhere to the sur
face, indicate that it is very difficult for a particle to adhere 
after a single impact. However, one or two bounces seem to be 
enough for the particle to lose a large amount of its initial 
energy and impact the surface with smaller velocities until it 
finally sticks. This was also observed for the Ti02 particles 
impacting the Pt cylinder. Of course the mechanism is rather 
more complicated since the particle regains some of its energy 
from the surrounding flow field. 

At this point, an attempt will be made to study the phenome
non in the same tube bundle arrangement but at a different 
scale. The utility boiler arrangement will be scaled down 3.8 
times to give a tube diameter of 10 mm instead of the actual 
38 mm and the Reynolds number will be kept constant by 
changing the inlet fluid velocity and keeping the fluid, particle, 
and surface properties the same. At first, the Stokes number of 
the particles will be kept constant, this being the parameter that 
actually defines the particle behavior with respect to the fluid 
flow. The Stokes number is defined: 

Stfe = -^£^ i^ 
Dcy\ iO^Mg 

(10) 

/im) = 1.73, Stfc(145 //m) = 17.93, Stfc(300 //m) = 76.77, and 
St/k(700 ^m) = 418.01. 

In order to keep the Stokes number constant, the particles 
are reduced in size to compensate for the reduction in size of 
the tube diameter and to keep the fluid properties the same. The 
new particle diameters are related to the old ones by: 

^,2 = (3.8) ' -"^, , (11) 

thus resulting in diameters 11.85, 38.16, 78.95, and 184.23 ^m. 
However, this change in the diameter of the particles and 

therefore their mass means that by keeping the Reynolds number 
and the mass flow rate of the particles per unit area constant, 
the kinetic energy at impact of the particles corresponding to 
the same Stokes number is (3.8)"^ times smaller and therefore 
their behavior during impaction will be different as shown in 
Fig. 6. 

The change in the deposit build up can be explained by the 
reduction in the kinetic energy of the impacting particles, which 
changes the impact conditions. This is evident from the deposi
tion further away from the stagnation point where particles 
directly impact onto the tube and instead of rebounding and 
being carried away as in the full scale configuration, they ad
here. The dimensional spacing also plays an important role since 
the mass flow rate per unit area is the same but there is less 
area available for the particles to bypass the tubes. 

The next test on the scaled down configuration was to adjust 
the particle size so that the impaction kinetic energy of the 
particles (a function of dp^), as well as the Reynolds number 
of the flow, remains constant. Of course, the Stokes number is 
not maintained. The particle diameters now result as: 

d,, = (3.8)<-^"V,, (12) 

and for the four original particle sizes of Table 1 the Stokes 
numbers corresponding to the case being examined were St/c(45 

meaning diameters equal to 18.5, 59.5, 123.2, and 287.5 i^m. 
The result is shown in Fig. 7 where again there is a big 

difference in the fouling behavior of the tube bundle. Although 
the fouling rate is much slower than when the Stokes number 
was maintained constant, it is still faster than in the original case 
of the actual dimensions. However, the shape of the deposits are 
much closer to the original shapes of the full scale arrangement 
(Fig. 5) . A possible explanation to this could lie in the differ
ence in Stokes number, which is responsible for the change in 
deposition behavior behind the tubes. The deposit formation in 
this region depends more on Stokes number since it results from 
particles that have already impacted and are led to this area by 
the flow. The deposit in front of the tubes, which is a result of 

y / d 
Maximum deposition in 16-17hrs. 

- l o ' ' - i s ' ' - y . « ' • - i i . i ' ' ' -'d.2' •' '6.i' 

Fig. 6 Fouling in the staggered tube bundle of Fig. 5 scaled down 3.8 
times but with the same Re number of the flow and the same particle 
Stokes numbers as for the actual dimensions 

y / d 
Maximum deposition in 43 lirs. 

CK/(J"1.6 
Cy/'d=3.6 
d=10 mm 
Uo=46 m/aec 

Fig. 7 Fouling in the staggered tube bundle of Fig. 5 scaled down 3.8 
times but with the same Re number of the flow and the same kinetic 
energy of the particles as in the actual dimensions 
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y / d 251 hrs, (11 doys) 

Cx / t l=1 .6 
Cy /d=3 .5 
d = 3 8 m m 
Uo=12 m/aec 
Tt.t,= 600° C 
T , „ = 9 0 0 ° C 
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Fig. 8 Fouling in a full scale staggered tube bundle with temperature 
variation of the flow field. Fluid temperature: 900°C, Tube surface temper
ature: 600°C 

more direct impaction, resembles closely the deposit in the full 
scale geometry. The shape of the deposit, as well as the time 
for maximum deposit, indicates that constant kinetic energy is 
more important than constant Stokes number as far as maximum 
deposition is concerned. 

However, a definite similarity law could not be obtained. The 
conflicting mechanisms that are represented by the Reynolds 
number of the flow, the particle mass flow rate per unit area, 
the particle Stokes number, the kinetic energy of impaction of 
the particles, and the actual dimensions of the tube bundle could 
not be combined to give a reasonable method of scaling down 
the actual dimensions to study the fouling phenomenon. 

Effect of the Tangential Impact Velocity. At this point, 
the initial condition that the tangential velocity during impaction 
is overlooked will be re-examined. The configuration of Fig. 5 
is now solved accounting for the fluid density variation by 
solving the temperature equation for the flow. All other parame
ters regarding the flow and the particles are the same. The results 
are presented in Fig. 8 and it can be seen that the temperature 
difference leads to a faster fouling rate. There are two reasons 
directly related to this phenomenon. The first is the thermopho-
retic force that causes particles to be attracted to the colder tube 
surface, while the second is the larger density of the colder fluid 
in the vicinity of the tube, this will lead to increased drag on 
the particles (by about 30 percent) and cause them to impact 
onto the tube with smaller velocities thereby facilitating deposi
tion. 

Through a rather complex analysis of impact energies and 
material deformation, Bitter (1963b) reaches two expressions 
for the tangential rebound velocity. It actually turns out that 
this is dependant on the impact angle of the particle and that 
for an impact angle above a certain limit «„, the tangential 
velocity becomes zero during impaction while below «„ the 
particle retains at least some of the tangential velocity all 
through the impact. The limiting impact angle a„ is most 
strongly influenced by the elastic yield limit Y and common 
values are between 12-25 degrees. 

Depending on the impact angle the tangential rebound veloc
ity V,2 is calculated and (8) becomes: 

2 [mlUVn - Vn)] 
(13) 

The tangential erosion calculated with (13) gives a curve 
which has a maximum at the a„ impact angle as opposed to (8) 
which has a maximum at 0 degrees. This represents the tangen
tial erosion of a ductile material as opposed to a brittle material 
which would have maximum erosion at a normal impaction (90 
degrees). The deposit material inside a heat exchanger which 
can be found at temperatures around 900 K can be assumed to 
be ductile and therefore the above expressions can be used. 

The resulting calculation is presented in Fig. 9 where the 
tangential rebound velocity is now calculated based on Bitter 
(1963b) assuming a„ = 20 deg for AI2O3 (the value for Alumi
num is 15 deg). The deposits are now spread out over the 
surface of the tube due to the smaller tangential rebound veloci
ties, which make it more difficult for the particles to escape and 

causes them to stick further downstream and on the back of the 
cylinder. The overall result is an increase in the fouling rate by 
about 25 percent proving the importance of the tangential re
bound velocity on the fouling process. 

IV Conclusions 
A numerical model has been developed to predict the deposi

tion resulting from particles impacting a solid surface. The ma
terial properties of both particle and surface are taken into con
sideration as they affect the energy losses and the surface energ
ies that will determine the sticking or rebound of the particle. 
The effect of the surrounding flow field is considered through 
a solution of the Navier Stokes equations and therefore the 
influence of local temperature on the material properties as 
well as the resulting thermophoretic force and the lift force are 
influential to the adhesion or rebound of the particle. The exact 
particle trajectory is also a result of the flow field calculation. 
The local shear stresses and the eroding particle impacts are 
considered as removal mechanisms and the evolution of the 
deposited mass in time is obtained. The model showed accept
able agreement with experimental measurements of particle 
mass flux deposited from high temperature particle laden gas 
flow around a circular cylinder. The effect of the thermophoretic 
force with regard to particle size was noted and the larger parti
cles were found to deposit after one or two bounces. An analysis 
regarding the actual dimensions of a staggered arrangement heat 
exchanger tube bundle proved that the actual dimensions are 
extremely important to the fouling behaviour of the arrangement 
even though caution was taken to preserve various similarity 
laws for the flow and particles. Finally, the effect of the tangen
tial velocity during impact and rebound was found to be an 
important factor in the fouling process. 

The fouling phenomenon is undoubtedly very complex and 
can be found in many different situations. The numerical model 
presented in this paper is not intended to be a simulation of all 
the underlying mechanisms in fouling. Many of these, which 
could be of major importance in certain situations, have not 
been directly included in the model (e.g., chemical reactions, 
vapor condensation, vibration, flow field unsteadiness etc.). 
However, an attempt was made to include the most important 
mechanisms in utility boiler heat exchanger fouling without 
limiting the generality or expandability of the model. It is be
lieved that the model can be a useful tool in heat exchanger 
design and as an operational guide for existing configurations. 
Investigation of the effect of different tube shapes and configu
rations on heat exchanger fouling and efficiency is the object of 
current research by the authors. Further study could be directed 
toward more exact values for the material properties, better flow 
field simulation through advanced turbulence modeling, and 
possibly a time resolved calculation to study the effect of un
steadiness and the deposit formation on the flow field. 
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Possibility of Quantitative 
Prediction of Cavitation Erosion 
Witiiout IVIodel Test 
A scenario for quantitative prediction of cavitation erosion was proposed. The key 
value is the impact force/pressure spectrum on a solid surface caused by cavitation 
bubble collapse. As the first step of prediction, the authors constructed the scenario 
from an estimation of the cavity generation rate to the prediction of impact force 
spectrum, including the estimations of collapsing cavity number and impact pressure. 
The prediction was compared with measurements of impact force spectra on a par
tially cavitating hydrofoil. A good quantitative agreement was obtained between the 
prediction and the experiment. However, the present method predicted a larger effect 
of main flow velocity than that observed. The present scenario is promising as a 
method of predicting erosion without using a model test. 

1 Introduction 
In this paper, the authors propose a scenario for quantitative 

prediction of cavitation erosion. The prediction consists of the 
following six stages of estimation. 

Stage 1 
Stage 2 
Stage 3 
Stage 4 
Stage 5: 

Stage 6: 

Cavity type and extent. 
Cavity generation rate. 
Number and size distribution of cavity bubbles. 
Characteristics of collapsing bubble. 
Impact force/pressure distribution on solid wall 
due to cavity bubble collapse. 
Amount of erosion caused by successive impact 
forces. 

The first stage, the estimation of cavity type and extent, has 
been studied extensively, and these properties can be predicted 
with confidence if viscous effects are taken into account. The 
last stage, soUd surface deformation and removal, was also 
studied in detail recently by, for example, Franc et al. (1994). 
Therefore, our discussion focuses on stages 2 - 5 . 

The distribution of impact force, or pressure pulse height 
spectrum (Le et al., 1993) is a key value in erosion research. 
(Kato, 1992) First, we can measure and correlate it directly 
with erosion pit distribution. Second, we can estimate the impact 
force distribution using only fluid dynamic analysis, whereas 
metallugical considerations are necessary to estimate the 
amount of erosion from the impact force distribution. Therefore, 
the impact force distribution is the "bridge" between fluid 
dynamics and metallurgy. 

The authors attempt to predict the impact force distribution 
on a partially cavitating hydrofoil and compare it with experi
ment. The overall scenario used to predict the amount of cavita
tion erosion was given by Kato (1992). 

2 Estimation of Cavity Generation Rate 
The rate of cavity condensation should be equal to the rate 

of cavity generation (evaporation). It is not clear how evapora
tion of liquid takes place at the liquid-vapor interface. However, 
it is thought that the liquid evaporates at the forepart of a sheet 
cavity and condenses at the rear part. If we can measure the 
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vapor velocity inside the sheet cavity, we should find it equal 
to the condensation rate of the cavity. 

Measurement of the vapor velocity inside a cavity is very 
difficult because the vapor density is very low. Therefore, the 
air flow rate of a ventilated cavity has often been measured 
instead, under the assumption that the flow rate necessary to 
maintain a certain length of cavity should be same for a vapor 
cavity and a ventilated cavity. (Brennen, 1969; Billet and Weir, 
1975). 

The measurement of a ventilated cavity was also made on a 
foil, named EN foil, the thickness of which was 8 percent chord. 
(Yoshihara et al., 1988; Kamono et al., 1993). The results are 
summarized in Fig. 1. The nondimensional flow rate CQ in
creased sharply when the sheet cavity became unstable with 
periodic generation of cloud cavitation. This might be one of 
the reasons why cloud cavitation is so erosive. The data can be 
well fitted when CQ is plotted against a I a, where a is the angle 
of attack (Fig. 2) . In Fig. 2, the reference length is the thickness 
of the foil. Changing the reference length to the foil chord, the 
authors derived the following empirical formula. 

CQC — 
1.82 X 10" 

U^Bc 1.14 X 10"* + {al{a - a^)f 

Co = 
U^Bt 

^Qc • -gc 
1 

0.08 

(1) 

(2) 

We assume that Eq. (1) is generally vaUd for a cavitating 
foil, and use it to estimate the cavity generation rate. This is an 
important assumption and will be examined later. 

The appearance of ventilated cavitation is surprisingly similar 
to that of natural cavitation including shedding of cloud cavita
tion. This suggests that condensation is not significant at the 
rear part of a sheet cavity. Therefore, we can assume that the 
amount of cavity collapse in a cloud cavity is roughly equal to 
the amount of cavity generation. 

3 Number and Size Distribution of Cavity Bubbles 

The sheet cavity splits into many cavity bubbles at the rear 
end. The cavity bubbles collapse downstream and cause erosion. 
We must simulate this process adequately for quantitative ero
sion prediction. It is difficult to measure the number and size 
of the cavity bubbles during collapse, because the size changes 
rapidly. 

If we can measure the distribution of air bubbles further 
downstream, we can estimate the distribution of cavity bubbles 
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Fig. 2 Ventilation flow rate against tr/a (same data as Fig. 1) 

just before collapse, because the air bubbles downstream are 
"remains" of the cavity bubbles and their distributions should 
be similar. (Fig. 3) In fact, we can easily estimate the cavity 
bubble distribution from that of downstream air bubbles, if va
por and gas (air) pressures in the sheet cavity are known. Even 
if we cannot estimate the gas pressure in the sheet cavity, the 

Generation of cloud 
cavity and collapse 

Sheet Cavity 

Tiny air bubbles 
are "remains" of 
cavity bubbles 

Fig. 3 Generation and collapse of cloud cavity 

distribution of gas bubbles should be proportional to that of 
cavitation bubbles, because each gas bubble corresponds to one 
cavitation bubble. Diffusion of gas into liquid can be neglected 
because of the short time scale involved. 

There have been many measurements of small air bubbles in 
main flow. The number of air bubbles is few and easy to mea
sure. (O'Hern et al., 1988; Report of ITTC, 1993). However, 
the measurement of air bubble distribution caused by cloud 
cavity collapse has rarely been attempted because of the diffi
culty involved. To our knowledge, our measurement, using off-
axis holography, is the only one reported so far. The details are 
given by Yamaguchi et al. (1990) and Maeda et al. (1991). 

Figure 4 shows the bubble number density distribution func
tion downstream of a cavity cloud, and includes the bubble 
number density in main flow under a noncavitating condition. 
As seen in the figure, the number density of air bubbles is two 
orders of magnitude higher in cavity cloud than the density in 
main flow. The number density of bubbles increases rapidly 
with decrease in their size except for bubbles smaller than 20 
fxm in radius. 

The following equations are obtained from experimental re
sults: 

N = 6.6X 10-''R- /? a 2 X 10' 

A^= 6.6 X 10~' X (2 X 10-')^"<^ 

= 2.0 X lO-^'" R<2X 10-5 jjj 

(3) 

As discussed before, the number density of cavitation bubbles 
should be given by an equation similar to Eq. (3) as follows: 

N = KR-"" R^R, 
(4) 

TV = KR- = const. R < R„ 

4 Characteristics of Collapsing Bubbles 
There have been many theoretical studies on the collapse of 

a single bubble (Hickling and Plesset, 1964; Tomita and Shima, 

N o m e n c l a t u r e 

B = breadth of foil section [m] 
c = chord [m] 

Cp = pressure coefficient 
CQ = nondimensional flow rate defined 

by Eq. (2) 
CQC = nondimensional flow rate defined 

byEq. (1) 
d = diameter [m] 
F = impact force [N] 
h = reference trajectory [m] 

hb = bubble layer thickness [m] 
he = effective layer thickness [m] 

Ip^• = accumulative impact force on 
pickup 

Ipx = accumulative collapsing rate on 
pickup 

IK = accumulative distribution of cavity 
bubbles 

K = constant defined in Eq. (4) 
/,„ = mean length of cavity [m] 
m = pressure ratio between p„ and pco 

( o r p j 
A' = bubble number density distribu

tion function [m'"] 
p = pressure [Pa] 

p,, = impact pressure due to collapsing 
bubble at /! [Pa] 

Praax = maximum impact pressure [Pa] 
p„ = initial gas pressure in a bubble 

[Pa] 
PJ = static pressure along foil section 

[Pa] 
p„ = vapor pressure [Pa] 
p^ = pressure at infinity [Pa] 
Q = ventilated flow rate [m^/s] 

R = bubble radius [m] 
^min = minimum bubble radius [m] 

R„ = bubble radius defined in Eq. (4) 
[m] 

r = distance from center of bubble 
[m] 

SD = standard deviation 
t = thickness of foil section [m] 

(/„ = main flow velocity [m/s] 
a = angle of attack [deg], air content 

[ppm] 
ao = zero lift angle [deg] 

a/a^ = air content ratio 
p = density [kg/m^] 
a = cavitation number = 

(p^-p,)/l/2pUl 
4> = probability of bubble collapse 
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o In the Cavitation Cloud (CT = 1.96 ± 0.1) 
Measurement Volume = 1.10 ± 0.036 cm^ 

• Under the Noncavitating Condition (IT = 3.24 ± 0.1) 
Measurement Volume = 0.83 ± 0.017 cm^ x 13 
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Fig. 4 Number density distribution of air bubbies downstream of cavity 
cloud. Distribution of air bubbles under a noncavitating condition is also 
shown for comparison (NACA0015, a = 8.4 deg, U„ = 7.8 m/s). 

1977), of multiple bubbles (Blake, 1994; Takahira and Aka-
matsu, 1994), and of bubble clusters. (Morch, 1981; Chahine 
and Duraiswami, 1992). However, the mechanism of high im
pact pressure caused by a collapsing bubble is still not clear. 
The possible mechanisms are discussed by Kato (1992). In this 
paper, the authors assume that the shock wave caused by bubble 
collapse is the major mechanism and estimate the impact force 
distribution acting on a solid surface. 

The authors also simplify the calculation by assuming a single 
spherical bubble in viscous compressible fluid. Tomita and 
Shima (1977) calculated the maximum pressure p^ax generated 
when the bubble size becomes minimum at the final stage of 
collapse. The authors constructed a diagram of p^^ and R„in 
(Fig. 5) using Tomita and Shima's calculation. 

The governing parameter is m ( = palp„), where po and p» 
are the initial gas pressure inside the bubble and the pressure 
at infinity, respectively. It is interesting that both p^ax and Rm\J 
R are almost independent of the initial bubble size {R), if/f is 
larger than 0.1 mm. The following are approximate equations 
expressing the analytical result. 

^ ^ = 0.345 m-'-8 m = p o / p » 
Poo 

^ = 1.502 m'". 
R 

(5) 

(6) 

Tomita and Shima also showed that the shock wave propa
gates spherically and the pressure decreases as 

p oc \lr 

where r is distance from the center of the bubble. Therefore the 
impact pressure on solid wall, p*, is 

^ m i i i 
Ph - Prt (7) 

Of course, Eq. (7) is an approximation. For a detailed study 
we should take into account the effect of the wall on shock 
wave propagation. The analytical result shows that the impact 
pressure on a solid wall pj, is larger when a larger bubble col
lapses at the same distance h from the solid wall, because i?,ni„ 
increases with initial radius i? in Eq. (7). It agrees with many 
experimental observations by other authors such as Pereira et 
al. (1995). 

As shown in Fig. 5, the estimation of initial gas pressure 
inside the bubble is very important for the prediction of impact 
force distribution. The permanent gas in a cavity was studied 
in the 1960's. Gadd and Grant (1965) measured the gas pressure 
in a supercavity behind a disk. The following empirical equa
tions were derived from their data. 

Po = (0.017a)p„ (a: ppm) for 3 in. disk 

= (0.0039a:)p„ (a: ppm) for 5 in. disk 
(8) 

Brennen (1969) measured the pressure in a supercavity be
hind a sphere. He also constructed a theoretical model for gas 
convection from a cavity interface, which gave values almost 
twice those obtained in experiments. At present there is no 
reliable model of the gas convection. 

5 Unsteady Sheet Cavitation Witli Periodic Genera
tion of Cloud Cavitation 

In this paper, the authors consider only sheet cavitation, 
which is the most common type of cavitation on fluid machinery 
blades. 

With decreasing static pressure at constant angle of attack, a 
sheet cavity becomes longer and more unstable, followed by 
periodic generation of cloud cavitation, which generates the 
most severe erosion. Periodic generation of cloud cavitation 
increases the amount of cavity collapse as discussed in Section 
2. Moreover, the cavity cloud contains a low-pressure vortex 
region in the center (Kubota et al., 1989), which prevents the 
cavity cloud from collapsing. This causes more violent collapse 
of cavity bubbles in the downstream region. This is why the 
generation of cloud cavities causes severe erosion. 

As mentioned above, the estimation of cavity instability is 
essential for the prediction of erosion. Izumida et al. (1980) 
measured the unsteadiness of sheet cavity length on several foil 
sections. Sections with a bursting boundary layer, where the 
boundary layer on the suction side separates near the leading 
edge and does not reattach to the surface, generate stable cavita
tion. In contrast, sections with a nonbursting boundary layer, 

where h is the distance between the bubble center and the wall. 

Fig. 5 Maximum impulse pressure Pm,JP^ and minimum bubble radius 
"min/fl (P« = 1.013 bar, T = 20 deg, y = 1.4) (Calculated by Tomita and 
Shima (1977)) 
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Cavitation cloud Bubble layer 
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Fig. 6 Standard deviation of cavity end on a foii with bursting and non-
bursting boundary layer 

where the separated boundary layer reattaches to the surface 
soon after separation, create very unstable cavitation. 

Recently Le et al. (1993) made a comprehensive study on a 
reverse plano-convex section (burst section) where the camber 
was negative. According to their result, the governing factor of 
unsteadiness is the cavity thickness. They did not test nonburst 
sections. With the present stage of knowledge, we cannot dis
cuss the unsteadiness in detail, though it is one of the most 
important factors for the quantitative prediction of erosion. 

The authors constructed a very simple diagram as shown in 
Fig. 6 where SD and /„, are standard deviation of unsteady cavity 
length and mean cavity length, respectively. This diagram is 
used for the estimation of cavitation in the following section. 

6 Impact Force/Pressure Distribution on Solid 
Surface 

As discussed in Section 4, if the ambient pressure of the 
collapsing bubble is determined, the impact pressure on a solid 
surface can be estimated using Eqs. (5) - (7). First we estimate 
the cavity collapsing region and the ambient pressure for col
lapse. The mean pressure distribution of a cavitating foil is 
given in Fig. 7. The distribution of cavity collapsing position 
should be Gaussian as illustrated in Fig. 7. It is assumed that 
the central cavity collapsing position is at the distance of SD 
from the mean trailing edge of the cavity (Position C in Fig. 
7). It is logical to assume that the standard deviation of cavity 
collapsing position is equal to that of cavity length shown in 
Fig. 6. To simplify the problem, we also assume that the ambient 
pressure p^,, which is same as p„ in Eq. (5), is equal to the 
mean static pressure at the central position. The rate of increase 
of the ambient pressure that a bubble is subjected to in the 
closure region of a cavity is an important parameter which 
affects the impact pressure. However, this effect is not included 
in the present analysis. 

Second, we should estimate the bubble collapsing rate at a 
certain position on the solid surface. We might be able to esti
mate the collapsing rate from the estimated cavity generation 

^ect ive layer 
Reference 
trajectory 

Fig. 8 Bubble layer, effective layer, and reference trajectory 
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Fig. 9 Foil section for impact force measurement (KT section, c = 150 
mm, s = 149 mm) 

rate (Eq. (1)) and the number density of bubbles (Eq. (4)) , if 
we can measure the spatial distribution of bubbles. Such an 
analysis is, however, very time consuming, because we should 
calculate the impact pressure caused by each collapsing bubble. 

Therefore, the authors introduce three reference length scales, 
"bubble layer thickness" ih,,), "effective layer thickness" 
{hg), and "reference trajectory" (h). We assume that only the 
bubbles in the effective layer cause the impact pressure on the 
solid surface, and the trajectory of the bubbles can be repre
sented by the reference trajectory (Fig. 8). 

Now we can estimate the impact force/pressure spectrum 
using the above equations and compare the results with those 
of experiments. 

7 Prediction of Impact Force/Pressure and Compar
ison With Experiment 

The authors measured impact force spectra of collapsing cav
ity bubbles on a foil section, named KT section (c = 0.15 m). 
The shape of the section was specially designed for the impact 
force measurement and is shown in Fig. 9. The impact force 
pickup was of piezoelectric type as used by Maeda et al. (1994). 
Diameter of the detecting surface was only 1 mm, and the 
impact force was measured by a piezoceramic plate imbedded 
in the pickup. 

The cloud cavitation collapsed at the rear part of the section, 
and the measurement was made mainly using the pickups at 
70, 80, and 90 percent chords. The KT section is a nonbursting 
section, and generates severe cloud cavitation as seen in Fig. 
10. The details were shown elsewhere. (Kato et al., 1994) The 
measurement results are shown in Figs. 11 and 12. 

Mean pressure 
distribution 

I Distribution of 
I / 7 \ *—cav i t y collapsing 

/ ' \ position 

I 

Fig. 7 Distribution of cavity collapsing position 
Fig. 10 Appearance of cloud cavitation (KT section, a •-
m/s, o- = 1.25) 

8 deg, U„ = 12 
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h increases. Therefore those effects cancel each other to some 
extent. 

Air  content was measured as a/as = 0.215 which corre- 
sponded to 5.11 ppm. 

According to Eq. (8) ,  the gas pressure in the cavity was in 
the range of  0.056 -- 0.24 kPa. We made the rather arbitrary 
assumption that 

Po = 0.10 kPa. (10) 

The initial gas pressure (Po) strongly affects on the impact 
pressure and its range on the solid surface (refer to Eqs. (5) 
and (6 ) ) ,  and should be examined in more detail in future. 

Next, the region of  cavity collapse and the static pressure 
were estimated as follows. As mentioned above, the mean length 
of sheet cavitation (lm) was about 60 percent chord. The present 
section had a large leading edge radius (Fig. 9) and the bound- 
ary layer did not burst. The authors estimated the standard devi- 
ation of  the unsteady cavity length SD as 

SD = 0.2c (11 

from Fig. 6. Then the center of the cavity collapsing region is 

lm + SD = 0.8c. (12)  

The static pressure (Px) is 

P Px = ~ U2~(Cpo.8c + o).  (13) 

Assuming a linear pressure distribution as shown in Fig. 7, 

Purer  - c -0"8c  P U ~  = 45 kPa. (14)  
Px = ~ c 0.6c 2 

The static pressure Px can be considered as p~ in Eqs. (5) 
and (6) .  

Cavi ty  Genera t ion  Rate.  Substituting cr = 1 . 2 5 ,  a = 8 

deg and ao = 0 deg into Eq. (1) ,  

CQc = 0.00879. (15) 

N u m b e r  and Size of  Cavi ty  Bubbles.  The cavity genera- 
tion rate should be equal to the total flow rate of  cavity bubbles. 
Therefore, the following relation is valid. 

CQc - - - ~ -  - - - ~ I  ( U~Bhb f / - 4  7rR3NdR U=Bc 3 (16) 

Substituting Eq. (4) into Eq. (16),  

CQc = 12.68 h._b KR~_0.36" 

C 

The authors calculated the impact force spectra using the 
prediction method described in Sections 2 through 6. The calcu- 
lation was performed for the case of a = 8 deg., U= = 12 m/ 
s, ~r = 1.25 and 80 percent chord. The mean cavity length was 
about 60 percent chord and periodic generation of  cavity cloud 
was observed. First, the authors estimated three length scales, 
ho, h,, and h as 

hb = 0.2c (c: chord),  he = 0.02c, and h = 0.01c. (9) 

The bubble layer thickness hb was estimated from photographs 
of  the cloud cavitation. The effective layer thickness he w a s  

assumed to be one-tenth of  the bubble layer thickness. The 
reference trajectory should be along the center of  the effective 
layer. Therefore h = he~2. If we increase the effective layer 
thickness, more bubbles cause erosion. However,  the impact 
pressure of individual bubbles decreases because the distance 

C 0 3 6  = --  CQcRo . (17) Then K 0.0789 hb 

Assuming Ro = 1 0  - 4  m, the distribution of  cavity bubbles is 
given by Eq. (4) as 

where 

N = K R  -4"36 R --> 10 -4 m 1 

N = K R o  4"36 R < 10 -4 m I ' 
(18) 

K =  1.26 x 10 -4. 

Accumulative distribution of  cavity bubbles 1g is obtained by 
integrating Eq. (18) ,  

1R = f NdR = -3 .75  X 10-SR 3.36 + const, (19) 
d 
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where 

R > Ro = 10 -4 m. 

Collapsing Rate on a Pickup. As mentioned before, it is 
assumed that the spatial distribution of collapse is Gaussian. 
The normalized Gaussian distribution is 

X 2 

2 ~ ( S D )  

where SD is the standard deviation. The probability of a bubble 
collapsing on a pickup of diameter d is 

7r d2 

4 1 
~b ~ 2.SD.-----~ × 0.6826 × 2-~--~(SD) ' (21) 

where the center of the Gaussian distribution is situated on the 
pickup. This is the case in the present calculation (see Fig. 7).  

Substituting d = 10 -3 m and SD = 0.2c = 0.03 m into Eq. 
(21),  

q5 = 1.189 × 10 -4. (22) 

Then, the accumulative collapsing rate on the pickup (IpR) is 

Ipn = In" U~'he 'qb = 4.28 × 10-61R (bubble/sec)  

= 1.962 IR (bubble/cm2hr).  (23) 

Combining Eqs. (19) and (23),  

Ipn = - 7 . 3 6  × 10-SR -3"36 + const. (bubble/cm2hr).  (24) 

Impact Force. From Eqs. (10) and (14) ,  m = Po/Px = 
2.22 × 10 -3. Substituting m into Eqs. (5) ,  (6) ,  and (7) ,  

ph = 1.288 X 104R (MPa) ,  (25) 

where R is the radius of cavity bubbles in meters. If  the pressure 
acts uniformly on the surface of  a pickup 1 mm in diameter, 

d 2 = 1 .012  x 104R ( N ) .  (26) F = Ph 

Accumulative Impact Force on Pickup (Ipr). Substitut- 
ing Eq. (26) into Eq. (24), 

It, v = --2.11 × 1 0 9 F  -3"36 + cons t .  (27) 

The accumulative distribution of  impact force from the largest 
value (~r )  is 

l-pF = IpF(Oe) -- I p F ( F )  = 2.11 × 1 0 9 F  -3"36, (28) 

where the unites are ~r :  1/cm2hr and F:Newton.  
Equation (28) gives the distribution of  impact force acting 

on the pickup at 80 percent c under the conditions of  a -- 8 
deg, U= = 12 m/s, and a = 1.25. The result of  Eq. (28) is 
compared with the results of  experiment as shown in Fig. 11. 
Quantitative agreement is obtained by assuming he = 0.02c and 
P0 = 0.10 kPa. 

Effect of Main Flow Velocity. The effect of main flow 
velocity (U=) can be evaluated using the present method. The 
cavity generation rate Q should be proportional to U~, because 
CQc is independent of U=. Then the bubble number density 
distribution function (Fig. 4) is independent of U=, and the 
bubble collapsing rate should be proportional to U=. 

The ambient pressure px is proportional to U2~. The air content 
was kept almost constant in the present experiment, which re- 
sulted in a constant Po value. According to Brennen (1969),  
the gas flow rate from the cavity surface M oc U~ 75, because Q 

U=, po o :  U ~  75-1 = U~ 0.25. Then, the assumption of constant 
Po also holds roughly according to the theoretical analysis. 

Then, from Eqs. ( 5 ) - ( 7 ) ,  the impact pressure on a solid 
surface ph is 

Rmin ( p o / - l ' 8  ( p o ~  0"7 
- -  "Px" - -  • R Ph = Pmax T \ Px / \ Px / 

= ( U ~ 2 )  -1"8. U2~ • ( U 2 2 ) ° - 7 . R  oc U ~  2. (29) 

Figure 12 shows the scaling of  the flow velocity estimated 
using the present analysis in comparison with the results of  
measurement. The scaling proposed by Le et al. (1993B) is 
also shown, where it is assumed that both impact force and 
impact rate are proportional to main flow velocity. The experi- 
mental result seems to fluctuate between the results of the two 
analyses. 

8 Conclus ions  

1. The authors presented a scenario for quantitative predic- 
tion of  cavitation erosion. The authors also pointed out 
that the estimation of impact force/pressure spectlrum is 
important for the prediction of  erosion. 

2. The rate of cavity generation was estimated from the 
measurement of  air flow rate of  a ventilated cavity. Num- 
ber and size distributions of  cavity bubbles were esti- 
mated from the measurement of  air bubble distribution 
downstream of the cavity collapsing region. By combin- 
ing them, the impact force/pressure spectlrum on a solid 
surface was estimated, where the analytical result for a 
single bubble collapse was used. 

3. The impact force spectrum was measured at the rear 
part of  a cavitating foil using piezoelectric pickups. The 
estimation agreed well with the results of this measure- 
ment. 

4. The present method seems promising for the quantitative 
prediction of cavitation erosion without using a model 
test. However,  it involves several parameters which were 
assumed without experimental confirmation. These in- 
clude the initial gas pressure inside a bubble, the spatial 
distribution of  collapsing bubbles, the change of  ambient 
pressure around collapsing bubbles, and the interaction 
of bubbles as well as that of  a bubble and the solid wall. 

Experimental, as well as theoretical verifications of  the as- 
sumed values, are essential for the development of  the proposed 
method. 
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A Nonlinear Calculation of 
Rotating Cavitation in Inducers 
In the previous linear analysis ( Tsujimoto et al., 1993) it was found that there can 
be a backward rotating cavitation as well as a forward mode which rotates faster 
than impeller. Although some shaft vibration has been observed, which might be 
caused by the backward mode, experimental evidence has been obtained only for the 
forward mode. The purpose of the present study is to find out the factors which 
determine the amplitude of each mode of rotating cavitation by taking into account 
several nonlinearities. A time marching nonlinear 2-D flow analysis was carried out 
for this purpose. It was found that the increase of cavitation compliance at lower 
inlet pressure can be a factor which limits the amplitude. The mode selectivity is 
mainly dependent on the stability limit obtained by a linear analysis for which the 
phase delay of cavity has a most important effect. 

Introduction 

During the development stage of the liquid oxygen tur- 
bopump for the LE-7, the main engine of the H-II rocket, super- 
synchronous vibrations with frequencies 1.0 to 1.2 times as 
large as these of shaft rotational frequency was observed. This 
was caused by rotating cavitation and a method to suppress it 
has been experimentally found out (Kamijyo et at., 1993). By 
a linear analysis (Tsujimoto et al., 1993) it was found that the 
rotating cavitation is caused by positive mass flow gain factor, 
which is also the cause of the cavitation surge (Braisted and 
Brennen, 1980), and is completely different from rotating stall 
which is caused by positive slope of head characteristics. How- 
ever, the linear analysis predicts another mode of rotating cavi- 
tation which rotates in the direction opposite to the inducer. 
Although a shaft vibration which might be caused by this mode 
has been also found in the LE-7 turbopump, we do not have 
the evidence of backward rotation. 

The present study is intended to find out the possible factors 
which determine the amplitudes of each mode. A nonlinear 
calculation similar to that used by Greitzer and Moore (1986) 
is carried out. It is assumed that the flow is two dimensional 
and inviscid, and that the flow in the inducer is perfectly guided 
by the impeller blades; thus an actuator disk analysis was em- 
ployed. The nonlinearities considered include; (1) nonlinearit- 
ies of the upstream and downstream flows, (2) nonlinearities 
of the pressure performance of the impeller, and (3) nonlineari- 
ties of the cavitation characteristics. Effects of these nonlineari- 
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ties are examined based on a simplification in which only the 
first circumferential harmonics of disturbances are retained. 

Outline of  Calculations 

We consider a system as sketched in Fig. 1. The flow is 
sucked from a space with constant pressure p ~ through an inlet 
duct with length 11, and discharged to a space with pressure pp 
through an outlet duct with length 12. Then it is discharged to 
a space with pressure p ~ through a throttle with infinitesimal 
length. We consider a sinusoidal disturbance with respect to y, 
with a wavelength s. All of the quantities are normalized with 
the wavelength s, rotational velocity Ur and the fluid density 
p, and the equations hereafter are written down with nondimen- 
signal quantities. 

Flow in the Inlet Duct. The upstream flow can be assumed 
to be irrotational. Then the inlet velocities can be represented 
by 

ul = Ul(t) + 27re2~X(at(t) cos 2Try + bl(t) sin 2Try) (1) 

Vl = 27re2~X(bl(t) cos 2Try - a l ( t )  sin 2Try) 

To be strict to the boundary condition at the inlet (x = - l l ) ,  
we need to add another set of terms proportional to e -2~x. 
However, we neglect these terms for brevity. We represent the 
pressure at the inducer inlet by 

Pl = Pl(t)  + apl(t) cos 2Try + bpl(t) sin 2Try 

Then we can obtain the following relations from the unsteady 
Bernoulli's equation by using a Galerkin method (Moore and 
Greitzer, 1986). 
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I I1 ~Z~  12 P P ~  

I Inlet duct Inducer Outlet Throttle 
duct 

Inlet Outlet Y 

X 

Fig. 1 Sketch of the inducer system 

dU1 
g ( a l  + g U l ( t )  -- b~)  l l - ~ - = p  ~ -  P l ( t ) -  1 2 l 2 

dal 
- 27r(-Ulal - apl) 

dt 

dbl 
- 27r(-Ulbl - bpl) (2 )  

dt 

Flow in  t h e  O u t l e t  D u c t .  The downstream flow is rota- 
tional with the vorticity shed from the inducer owing to the 
unsteadiness of  the flow. Hence, the full term Euler ' s  equation, 
with the continuity equation, was solved by a method similar 
to SMAC, combined with the Galerkin method by expressing 
the downstream flow field by 

/,/2(X, y, t) = U2(x, t) + a,(x ,  t) cos 2Try + b,,(x, t) sin 2Try 

Vz(X, y, t) = V2(x, t) + a~(x, t) cos 2Try + b~(x, t) sin 2Try 

pz(X, y, t) = Pz(x,  t) + apz(X, t) cos 2Try 

+ bp2(x, t) sin 2Try (3)  

In the calculation of  downstream flow field, we may assume 
that the velocity distribution at the inlet and the pressure distri- 

but ion at the outlet are given. At  the inlet, or the outlet of the 
impeller, we apply Kut ta ' s  condition: 

v2(0, y, t)  = 1 - u2(0, y, t)  tan/32 (4 )  

As will the described later, u2(0, y, t) at the new t ime step will 
be determined from the impeller  pressure performance and v2(0, 
y, t)  is determined from Eq. (4 ) .  At  the outlet, the flow is 
discharged to a space with uniform pressure pp and thus 

P2(/2, Y, t) = pp = p_= + ½~,U~ 

ap2(12, t) = bp2(12, t) = 0 (5 )  

where ~t is the loss coefficient of the outlet throttle. 
The flow calculation in the outlet duct based on these bound- 

arry conditions gives the pressure distribution at the impeller  
outlet, which is used in the calculation of  the entire system. 

P r e s s u r e  I n c r e a s e  A c r o s s  I n d u c e r .  If  we apply the un- 
steady Bernoul l i ' s  equation in a frame moving  with the impeller, 
we obtain the following relations 

P2( t )  - P l ( t )  = ~ -- Ib dU---2 
dt 

[dan + 27rb. 1 a p 2 -  apl = ~ c -  lb dt 

[ d b .  _ 27ra.] (6)  bp2 - bpl = ~IIs - lb di' 

where 

C~ = kg(y)dy, ~c = 2 ~ ( y )  cos 27rydy, 

f0 • . = 2 ~ ( y )  sin 27rydy 

and ~ ( y )  is the static pressure increase determined from Euler ' s  
head minus incidence and through flow losses, lb represents the 
inertia effect of the impeller  flow channel  and given by 

(1 + B)li 
lb -- - -  

2b cos f l  

where B is the ratio of flow channel  heights, li is the nondimen-  

N o m e n c l a t u r e  

a ,  b = first-order Fourier coefficients 
of velocity and pressure fluctu- 
ations 

Bi,  B2 = flow channel  heights at inducer 
inlet and outlet 

B = ratio of  flow channel  heights 
(=Bi /B2)  

h = blade spacing 
K = cavitation compliance,  

= -O(VJh2)lOo-i  
k* = propagation velocity ratio of  

disturbance 
k* = damping rate of  disturbance 

11, 12 = nondimensional  inlet  and outlet 
duct length 

lb = inertia effect of  the impeller  
flow channel  

li = nondimensional  chord length 
M = mass flow gain factor, 

=O(Vc[h2)[OO~l 

P = nondimensional  mean pres- 
sure 

p = nondimensional  pressure 
s = wavelength of disturbance 

S, = nondimensional  frequency, 
Eq. (11)  

t = nondimensional  t ime 
U, V = nondimensional  mean veloci- 

ties in x and y directions 
u, v = nondimensional  total veloci- 

ties in x and y directions 
Ur = rotational velocity 
Vc = cavity volume 
W = nondimensional  relative ve- 

locity 
c~1 = incidence angle 

ak, O~m = phase delay of K, M 
/31, /32 = inlet  and outlet blade angle 

y = downstream mean flow angle 
Atk, Atm = t ime lag of K, M 

~r = throttle loss coefficient 
p = fluid density 

~71 = inlet cavitation number,  
= ( P l  - -  Pc) / (PW 2/2) 

t9 = coefficient of  static pressure in- 
crease 

0ts = coefficient of total-to-static pres- 
sure increase 

a~ = dimensional  angular frequency 

S u p e r s c r i p t  

- = annulus averaged quantity 

S u b s c r i p t s  

1, 2 = upstream and downstream 
c, s = sine and cosine components  

p = p lenum 
-oo = upstream 
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Fig. 2 Pressure performance of the inducer " ~  
~J 
0 

sional chord length, and f l  = (/31 + /3~)/2 is the mean flow 
angle. 

0.01 
Continuity Across Inducer. We consider a distribution of 0.01 0.1 1 

cavity with volume V~ per blade with spacing h at the inducer 
inlet. Then the continuity relation across the inducer is 

(7) 

where O*/Ot* = O/Ot + O/Oy is the time derivative in a frame 
moving with the inducer. Here, we assume V~ = V~(cq, a l )  
where al  and cq are cavitation number and incidence angle at 
the inducer inlet. Then we can represent the change in cavity 
volume as 

6V~ = ( - K & q  + M6cq)h 2 (8) 

where K and M are generalized cavitation compliance and mass 
flow gain factor. Here, we consider K and M to be functions of 
local instantaneous inlet pressure. We take into account the 
circumferential changes in K and M as well as in al  and a1 

K =  K +  Kc cos 27ry + Ks s in27ry  

M = ATt + M~ cos 2 Try + M, sin 2Try 

a l  = ~1 + (71c COS 2Try + ass sin 2Try 

e l  = ~ + ale cos 2Try + als sin 2Try (9) 

Then we obtain the following relations from the continuity Eq. 
(8) .  

I~ d~l + Kc + 27TO'is + Ks - 27rO'1c 
dt dt 

. o  1.:. 1c ) 1.:. 1s ) 
= lff-dt- + 2 ~\ dt + 27r~s + ~ , \  dt - 271-°glc 

+(:)(.1 
K( d(yl~ + d r  27rcq , )+  K .dcr'c dt 

10 

Mass flow gain factor, IMI 
Fig. 3(a) Forward travelling mode 

10 

4"2"-," m k~= L05 z \ -  
X 

• 1.1 ( ~  ~ 

1.2 No.1 2 3 4 S <~ 

0 

0.01 
0.01 0.1 10 

Mass flow gain factor, IMI 
Fig. 3(b) Backward travelling mode 

Fig. 3 Results of linear analysis without cavitation delay shown as a 
contour map of complex frequency kj*. The numbers in the figure corre- 
spond to the non-linear calculations in Table 1. 

Time Marching Procedure 
The following procedure was found to give the most stable 

numerical calculation. 

(a)  Determine the inlet cavitation numbers cq, Crlc, and ¢r~s 
and pressures P1, ap~, and bp] at t + At  from Eq. (10) by using 

=~(dcqc+27rcqs )  + M d ~ l  ( ~ ) ( ~ )  Table  1 
\ dt  c dt  + a l -  delay 

K(  doris- 2 7 t a l c ) +  K d(yl No. 
dt s dt 1 

2 
3 

Nonlinear numerical results without cavitation 

Final propagation 
I K I I M I velocity ratio Amplitude 

1.0 0. l 1.19 Attenuate 
0.2 -0.25 Attenuate 
0.25 -0.251 Amplify 
0.3 -0.254 Amplify 
0.5 -0.261 Amplify 
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Fig. 4 Time history of the amplitude and propagation velocity ratio, for 
the case number 1 and 3 in Table 1 

the values at t for the terms other than dGl/dt, &r~¢ldt and dcr~,l 
dr. 

(b) Determine the upstream velocities U1, al and bj from 
Eq. (2), using ihe pressures determined above. 

(c) Determine the impeller outlet axial velocities U2, a, 
and b, from Eq. (6). 

(d) Determine the outlet pressure P2(0, t), ap2(0, t) and 
be2(0, t) by downstream flow calculation. Then return to proce- 
dure (a).  

It was found that the procedure (a) is crucial in the present 
calculations. It is noted that the highest-order time derivatives 
comes from dcr~/dt in the continuity Eq. (7), in the lineafized 
analyses of rotating cavitation and surge. 

~ o 0  

p_>'2 
13... 

• ~ , A 0 h 2 ime, t 

¢ V///V  VV v 
c O  

g E =  210 ~- 8 o o 1'.0 IkR*l 

Fig. 5 Traveling velocity ratio, waveform, and its FFT analysis for the 
case number 3 in Table 1 

good agreement with the linear stability analysis. Although it 
is attenuating, we observe forward mode with M = 0.1 (No. 1 ). 
The time histories of the amplitude of inlet cavitation number 
fluctuation and the propagation velocity ratio are shown in Fig. 
4 for the case number 1 and 3 in Table 1. The inlet cavitation 
number fluctuation and its FFT analysis for the case 3 is shown 
in Fig. 5. We observe frequency components at I k~l = 1.2 
and I k~l = 0.25, which are close to the frequencies of the 
forward and backward modes shown in Fig. 3. The waveform 
clearly shows that the backward mode is amplifying while the 
forward mode is attenuating. 

In the calculations in Table 1, which includes only the nonlin- 
earities of the flow and of the inducer performance, the ampli- 
tude increased to the extent such that further time marching 
was not possible. We note here the fact that the pressure cannot 
reduce significantly below the vapor pressure. This effect might 

Results  and Discuss ions  

All of the following calculations are made for LE-7 LOX 
turbopump inducer for the cases with Ii = 5.0, 12 = 1.0, and 
for design points. The inlet total to outlet static pressure perfor- 
mance and the operating point are given in Fig. 2. The values 
of ll and 12 are determined such that the cavitation surge margin 
determined from a linear analysis is beyond the rotating cavita- 
tion margin for all cases of present calculations. Our present 
model can correctly simulate also rotating stall and cavitation 
surge. Although not shown, it was confirmed that rotating stall 
can be simulated when the slope of pressure performance is 
positive. Cavitation surge occures when the inlet duct length is 
assumed to be short and the mass in the inlet duct is small. The 
frequency and the onset condition of rotating stall and cavitation 
surge were nearly the same as those obtained from linear analy- 
ses. 

The Cases Without Cavitation Delay. Equation (8) states 
that the instantaneous cavity volume 5Vc is determined from 
the inlet pressure &q and the incidence 5al at that instant. In 
this subsection we will discuss about these cases with constant 
M and K. The results of linear analysis with Ii = /2 = co is 
reproduced from Tsujimoto et al. (1992) and shown in Fig. 
3(a) ,  (b) .  ki* = kR* + ik~* is the complex frequency and k~ is 
the propagation velocity ratio = propagation velocity/impeller 
velocity and k/* is the exponential damping rate. k~* with posi- 
tive kR* shown in (a) represents the forward travelling mode 
and k2* in (b) the backward one. We note that the destabilizing 
region with k~* < 0 is larger for the backward mode and the 
amplifying rate -k~* in the destabilizing region is also larger 
for the backward mode. 

The results of the present nonlinear calculation are summa- 
rized in Table 1 for the conditions numbered in Fig. 3. The 
propagation velocity ratio is determined from the inlet axial 
velocity. The backward mode with k/* = -0.25 becomes ampli- 
fying between M = 0.2 (No. 2) and 0.25 (No. 3) which is in 

a~" 1.3 ',,,,, li - -  (1) 
(2) o~ ',, i o \ 1 ......... ' = ~ 1.2 ,,, 

= 1.1 ,, '~ (3) ., 
o 

1.0 
o 11)K=c°nst 1 

0 . 9 ~ a ~ a ~ 6  

Cavitation number, o 1 

Fig. 6(a) Cavitation compliance as functions of inlet pressure 
C 

._ore c 0 
~.8d 
~_ ~-0.5 

0.02 

0.01 
c O  

# (3) 

, , i , I , I , i 

I i , i , i , , , i 

K=const 
(1) 

f 
S (3) 

0 ' ' 2 6 0 '  ' ' 4 6 0 '  
Time, t 

Fig. 6(b) Growth of amplitude, corresponding to cavitation compliance 
shown in (a) 

Fig. 6 Effects of nonlinearity in cavitation characteristics 
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Table 2 Nonlinear numerical results with cavitation delay 
for forward and backward components 
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Fig. 7 (a ) Forward travelling mode 
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Fig. 1(b) Backward travelling mode 

Fig. 7 Results of linear analysis with cavitation delay, M = \M\e~'°'<:, K = 
\K\0-'\ with a„„ = 2n{k% - 1) AU„, At* = 0.097, Af„ = 0.194. The 
numbers in the figure correspond to the nonlinear calculations in Table 2. 

be expressed by increasing the cavitation compliance below 
certain inlet pressure. Figure 6(b) shows the results when the 
local cavitation compliance is determined from the local inlet 
pressure following the relation as shown in (a). It is clear that 
this effect can be a factor determining the amplitude. Figure 
6(a) also shows the range which the inlet cavitation number 
exhibits after arriving at the steady oscillation for each case. It 
was found that the circumferential averages of the cavitation 
compliance for these three cases are very close to the linear 
stability value K = 1.06 for M = 0.25. However, the traveling 
direction was backward as expected from the linear analysis. 

Effects of Cavitation Delay. The nondimensional fre
quency which a cavity on a blade experiences is 

S, = ojh/UT=2ir(h/s)\kt-l\ ( H ) 
where w is the dimensional angular frequency and s/h = N is 

No. 1̂1 \M\ 
Final propagation 

velocity ratio Amplitude 

6 
7 
8 
9 

10 

I.O 0.2 
0.4 
0.6 
0.65 
0.8 

1.21 
1.19 

-0 .2 
-0 .2 
-0 .2 

Attenuate 
Attenuate 
Attenuate 
Amplify 
Amplify 

the number of the blades. With fc| = 1.2 for forward mode and 
k* = -0.25 for backward mode, we have S, = 0.42 or 2.61, 
respectively. These values are significantly large and the quasi-
steady assumption of the cavity response expressed by Eq. (8) 
might be invalid under such frequencies. In fact, recent theoreti
cal analysis of unsteady blade surface cavitation (Otsuka, et al., 
1994) predicts significant delay of cavity response both for 
inlet pressure and flow rate fluctuations. Experimental results 
by Brennen et al. (1982) and the bubbly flow model by Brennen 
(1978) also shows cavitation delay in the range of a of the 
present interest. The cavitation delay can be taken into account 
by using |M|e"^'"» and |A'|e"'"' for M and K in the Hnear 
analysis. Otsuka et al.'s result suggests at_„ = 2'n(kt - \)i\h,„„ 
with A/it = 0.097 for inlet pressure fluctuation and Af„ = 0.194 
for incidence fluctuation. The results with the above phase lags 
are shown in Fig. 7. We find that the amplifying region is 
significantly reduced. However, the neutral stability curve is 
nearly the same for forward and backward travelling modes, 
with a slightly larger amplifying region for backward mode. 

In the nonlinear calculations, the effects of the phase lag were 
taken into account by shifting the phase of the right-hand side 
of Eq. (8) in y-direction. Since we have two frequency compo
nents corresponding to the forward and backward mode, and 
the amount of the phase lag is dependent on the frequency, the 
total phase lag is determined by separating the fluctuations into 
those two components and giving phase lag to each components 
and summing up those components. The results are summarized 
in Table 2. We find that the results are similar to those in Table 
1, except that the neutral stability point moved to \M\ = 0.60 
- 0.65, which is in agreement with the linear calculations. 

In the above calculations, it was assumed that the phase 
lag of cavity is the same for backward and forward travelling 
components. However, it might be reasonable to consider 
that they are different. As an extreme case, we might assume 
no phase lag for forward component, and with the phase lag 
given by surge mode analysis for backward component. Then 
the linear stability map will be a combination of Fig. 3 (a) and 
Fig. 1(b) and we have larger amplifying region for forward 
travelling mode. The results of the nonlinear calculations are 
given in Table 3. Although amplifying forward traveling 
mode appeared, it amplified to the extent that no further cal
culation was possible. In order to obtain finite amplitude 
forward travelling mode, it was further assumed that |A |̂ 
follows the curve (1) in Fig. 6 ( a ) . Figure 8 shows the result 
and we now have a steady forward travelling mode, and the 
travelling waveforms in inlet pressure 6a i and axial velocity 
I5MI are shown in Fig. 9. 

Table 3 Nonlinear numerical results with cavitation delay 
for backward component 

1̂1 
1.0 

\M\ 

0.2 
0.4 
0.5 
0.55 
0.6 

Final propagation 
velocity ratio 

1.21 
1.20 
1.19 
1.19 
1.19 

Amplitude 

Attenuate 
Attenuate 
Attenuate 
Amplify 
Amplify 
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The amplitude became finite with 0.55 < M < 0.7 for this 
case, and with 0.25 < M < 0.5 for the case with \K\ reduced 
by 0.5 from the curve (1) in Fig. 6(a). 

Conclusion 
The findings of the present study can be summarized as fol

lows 

1. Nonlinearities in the inducer pressure performance which 
includes the effects of the major flow loss or in the flow field 
are not the factors which determine the amplitude of rotating 
cavitation. 

2. Increase of cavitation compliance at lower inlet pressure 
can be a factor to determine the amplitude. 

3. Both forward and backward traveUing rotating modes 
were observed in the nonlinear time marching calculations. 

4. Phase lag of cavity response has a significant effect on 
rotating cavitation. 

5. If we assume a larger phase lag for backward travelling 
mode and the increase of cavitation compliance at lower inlet 
pressure, we can simulate a stable forward travelling rotating 
cavitation which is observed in experiments. 

The present calculations are based on various assumptions 
which should be experimentally verified. The present model 
can be used to study the interactions among cavitation surge, 
forward and backward rotating cavitation. These should be in
cluded in the next report. Flow visualizations show that rotating 
cavitation is by no means two-dimensional. 3-D flow effects 

100 200 
Time, t 

Fig. 8 Finite amplitude forward travelling rotating cavitation, obtained 
by assuming phase lag for backward component and increase of cavita
tion compliance at smaller inlet pressure. M = 0.60, K = Fig. 6(a) curve 
CD-

Fig. 9 Forward propagation of tiie distribution of inlet cavitation number 
Sar-i and axial velocity ^u^ with kn = 1.17, corresponding to Fig. 8 

and especially the effects of tip cavities should be taken into 
account. The present report is the first step into the study of 
these effects. 

Acknowledgments 
The authors are graceful to the stimulating discussions of Dr. 

T. Shimura at NAL and Dr. K. Yokota of Osaka University. 
Acknowledgments are also to Mr. M. Yasuda, who constructed 
the foundation of the present computer program as an under
graduate project. This study is partly supported by the Grant in 
Aid for Scientific Studies of the Ministry of Education. 

References 
Braisted, D. M., and Brennen, C. E., 1980, "Auto-oscillation of Cavitating 

Inducers," ASME Symposium on Polyphase Flow and Transport Technology, pp. 
157-166. 

Brennen, C. E., 1978, "Bubbly Flow Model for the Dynamic Characteristics 
of Cavitating Pumps," Journal of Fluid Mechanics, Vol. 89, Part 2, pp. 223 -
240. 

Brennen, C. E., Meissner, C , Lo, E. Y„ and Hoffman, G. S„ 1982, "Scale 
Effects in the Dynamic Transfer Functions for Cavitating Inducers,'' ASME JOUR
NAL OP FLUIDS ENGINEERING, Vol. 104, pp. 428-433. 

Kamijo, K., Yoshida, M., and Tsujimoto, Y., 1986, "Hydraulic and Mechanical 
Performance of LE-7 LOX Pump Inducer,'' AIAA Journal of Propulsion and 
Power, Vol. 9, No. 6, pp. 819-826. 

Moore, F. K., and Greitzer, E. M., 1986, "A Theory of Post-stall Transients 
in Axial Compression Systems, Part I," ASME Journal of Engineering for Gas 
Turbines and Power, Vol. 108, pp. 68-76. 

Otsuka, S., Tsujimoto, Y., Kamijo, K., and Furuya, 0., 1994, "Frequency 
Dependence of Mass Flow Gain Factor and Cavitation Compliance of Cavitating 
Inducers," ASME Symposium on Cavitation and Gas-Liquid Flows in Fluid 
Machinery and Devices, FED-Vol. 190, pp. 119-126. 

Tsujimoto, Y., Kamijo, K., and Yoshida, Y., 1992, "Theoretical Analysis of 
Rotating Cavitation in Rocket Pump Inducers," AIAA Paper 92-3209. 

Tsujimoto, Y., Kamijo, K., and Yoshida, Y., 1993, "A Theoretical Analysis 
of Rotating Cavitation in Inducers,'' ASME JOURNAL OF FLUIDS ENGINEERING, 
Vol. 115, No. 1, pp. 135-141. 

594 / Vol. 118, SEPTEMBER 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fabrizio d'Auria 
Graduate Student. 

Luca d'Agostino 
Associate Professor. 

Dipartimento di Ingegneria Aerospaziale, 
Universita degli Studi di Pisa, 

Via Diotisalvi 2, 
56126 Pisa, Italy 

Christopher E. Brennen 
Professor, 

California Institute of Tectinology, 
Mectianical Engineering Dept. 104-44, 

1201 E. California Blvd. 
Pasadena, CA 91125 

Dynamic Response of Ducted 
Bubbly Flows to 
Turbomachinery-lnduced 
Perturbations 
The present work investigates the dynamics of the three-dimensional, unsteady flow 
of a bubbly mixture in a cylindrical duct subject to a periodic pressure excitation at 
one end. One of the purposes is to investigate the bubbly or cavitating flow at inlet 
to or discharge from a pump whose blade motions would provide such excitation. 
The flow displays various regimes with radically different wave propagation charac
teristics. The dynamic effects due to the bubble response may radically alter the fluid 
behavior depending on the void fraction of the bubbly mixture, the mean bubble size, 
the pipe diameter, the angular speed of the turbomachine and the mean flow Mach 
number. This simple linearized analysis illustrates the importance of the complex 
interactions of the dynamics of the bubbles with the average flow, and provides 
information on the propagation and growth of the turbopump-induced disturbances 
in the feed lines operating with bubbly or cavitating liquids. Examples are presented 
to illustrate the influence of the relevant flow parameters. Finally, the limitations of 
the theory are outlined. 

1 Introduction 

Unsteady phenomena in liquid/gaseous mixtures in ducts are 
relevant to a number of technological applications (Brennen, 
1994). Typical in this respect are modern cryogenic liquid pro
pellant rockets in which the propellant storage pressure is close 
to the saturation value. This inevitably increases the possibility 
of cavitation in the propellant feed turbopumps, which often 
extends into the supply lines producing a bubbly two-phase 
mixture in the inlet line. This can lead to the onset of operational 
instabilities of the turbopump similar to the rotating stall and 
surge phenomena commonly observed in compressors (Bren
nen, 1994). 

Extensive efforts have been made to include the effects of 
bubble dynamics, as well as liquid compressibility and relative 
motion, in the analysis of dispersed bubbly flow mixtures (van 
Wijngaarden, 1964, 1968, 1972; Stewart and Wendroff, 1984). 
Of particular relevance here are the studies of the dynamics 
of clusters of bubbles by Chahine (1982a, 1982b), Pylkkanen 
(1986), Omta (1987), d'Agostino and Brennen (1983, 1988, 
1989), Kumar and Brennen (1990), Chahine et al. (1991), 
M0rch (1980, 1981, 1982), and Hansson et al. (1981). These 
investigations uniformly indicate that, even at relatively low 
void fractions, the complex interaction of a large number of 
bubbles with the pressure field drastically modifies the propaga
tion of disturbances in the bubbly mixture and the spectrum of 
the internal oscillations of the flow (d'Agostino and Brennen, 
1988, 1989). 

The present paper is an extension of previous research efforts 
on the dynamics of bubbly and cavitating flows (d'Agostino 
and Brennen, 1983,1988,1989; d'Agostino et al., 1988; d'Auria 
et al., 1994) all of which were initiated by the paper by d'Agos
tino and Brennen (1983) in which the expression for the natural 
frequency of a cloud of bubbles was first derived. Here, a linear 
perturbation approach is applied to the more complex case of 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
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the three-dimensional unsteady flow of a bubbly mixture in a 
cylindrical duct subject to a periodic pressure excitation at one 
of the ends. Different wave propagation characteristics are ob
served which correspond to the various flow regimes previously 
defined (d'Agostino et al., 1988). The bubble dynamic effects 
strongly depend on the void fraction of the bubbly mixture, the 
mean bubble size, the pipe diameter, the angular speed of the 
turbomachine and the mean flow Mach number. Despite the 
inherent limitations of the linear approximation, this analysis 
illustrates some of the dynamic properties and fundamental phe
nomena of real bubbly liquids and contributes to the understand
ing of the flow instabilities occurring in several important engi
neering applications. 

2 Basic Equations and Linearization 
The basic equations employed are identical to those pre

viously used by d'Agostino et al. (1983, 1988, 1989) and 
d'Auria et al. (1994). Relative motion between the liquid and 
the bubbles has a negligible effect on the results for this kind 
of flows (d'Agostino and Brennen, 1988) and will not be in
cluded here. Then, if u is the velocity of the mixture, with 
pressure p , unperturbed density p, speed of sound c, and bubble 
concentration /3 per unit liquid volume, the continuity equation 
for the mixture, neglecting the mass of the bubbles, becomes: 

V u = 
1 DJpT) 

I + PT Dt pc 

l_Dp 

'Dt 
(1) 

where D/Dt = didt -t- u • V is the Lagrangian time derivative, 
and T = 47ri? V3 is the volume of the bubbles, assumed spherical 
with radius/?. The void fraction, a = PTI{\ + / 9 T ) , is assumed 
to be very small compared with unity. It is also assumed that 
no bubbles are created or destroyed so that ,0 is a constant in 
the bubbly fluid. Neglecting body forces and viscous effects in 
the large-scale flow (viscous effects are included in the bubble 
dynamics) , the momentum equation for the liquid becomes: 

D,u 
= -V/7 (2) 

\ + PT Dt 

The bubble radius is assumed given by the Rayleigh-Plesset 
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equation (Plesset and Prosperetti, 1977; Knapp et al., 1970) 
modified as indicated by Keller et al. (see Prosperetti, 1984) 
to account for dissipation effects in the bubble dynamics (in
cluding liquid compressibility): 

V c Dt) Dt^ 2\Dt) \ 2c Dt) 

c Dt I 

pit + RIc) ^ R dpRJt) 

p pc dt 
(3) 

duct wall 
discharge cross-section 

io o ^ o J o^i^ 

F^ O O o ' "̂  
o o Qf^^ 

iss-section 1 \ ^ 
bubbly mixture bubble radius i? 

Fig. 1 Schematic of a bubbiy fiow in a cyilndricai duct 

Here p«(f) is the liquid pressure at the bubble surface, related 
to the bubble internal pressure ps (assumed uniform) by: 

/ X 25 , \DR 

where pait) is the sum of the liquid vapor pressure and the 
pressure of a fixed mass of noncondensable gas, and S is the 
surface tension of the liquid. Clearly, for the closure of the 
problem, the above equations must be supplemented by the 
mechanical and thermal equations of state and by the energy 
conservation equations for the two phases and the relevant 
boundary conditions. 

The governing equations are now linearized by assuming 
decomposition into steady flow components (denoted by the 
subscript o) and small, time-harmonic complex fluctuations (in
dicated by the tilde) of frequency, w. Thus, for instance: 

p - Po = Re{p) where p = pe"''^', 

and so on for the other flow variables. In the most general case 
w is complex and the fluctuations consist of damped or amplified 
oscillations with amplification rate given by Im(w). For the 
sake of simplicity we first consider the case of zero mean flow 
(u„ = 0). Linearization of the momentum and energy equations 
for a bubble containing a perfect gas of uniform properties leads 
to a harmonic oscillator equation for each individual bubble 
(Prosperetti, 1984, 1977): 

( -w^ - iui2\ + UJI)R = -11 + iuj 
R, P 

pRo 

where OJB = UJB((^) is the bubble natural frequency and the 
damping coefficient, \ = \ ( w ) , is given by the sum of three 
terms accounting for the viscous, acoustical, and thermal contri
butions to dissipation (Chapman and Plesset, 1972; d'Agostino 
andBrennen, 1988). 

Elimination of ft, /&, and ^ from the linearized equations 
yields the following Helmholtz equation for p: 

V^p + k''{uj)p = 0 (4) 

with the free-space wave number k determined by the dispersion 
relation: 

1 k\u}) 

cl,(u>) 

^ J _ (ojloji + iu)Rolc)\ (1 -aY 
^2 
f-Mo i\ — w^ — iuj2k ) 

(5) 

Here CM^^JJ) is the complex and dispersive (frequency depen
dent) speed of propagation of an harmonic disturbance of angu
lar frequency u in the free bubbly mixture, while: 

2 _ 3pflo 2S_ 

pRl 
and <-Mo — 

oRo 

3a( l - a ) 

are, respectively, the natural frequency of oscillation of a single 
bubble at isothermal conditions in an unbounded Uquid (Plesset 
and Prosperetti, 1977; Knapp et al. 1970) and the low-frequency 
sound speed in a free bubbly flow with incompressible liquid 
(w -» 0 and c -• <»). 

3 Dynamics of a Bubbly Flow in a Cylindrical Duct 
Now examine the three-dimensional, unsteady perturbation 

of a bubbly mixture in a cylindrical duct of length L and radius 
a, with rigid walls and arbitrary pressure excitation at the inlet 
cross section, A; = 0, as shown in Fig. 1. We shall see that the 
case of finite mean flow (u^ 4= 0) can readily be obtained by 
an extension of the zero mean flow solution (Uo = 0) and we 
thereby begin with the latter. We examine the simple case of a 
finite length duct, 0 :s x ^ L. As an example, consider the case 
of a duct connected to a constant pressure reservoir, so that 
p\x~L = 0. The other relevant boundary conditions are given by 
i<r|r=o = 0 together with the regularity of the solution on the 
centerline and its periodicity in the azimuthal direction. By 

Nomenclature 

a = duct radius 
c = speed of sound, Fourier coefficient 
i = imaginary unit 
J = Bessel function of the first kind 
k = wave number 
L - duct length 

M = Mach number 
A*" = number of blades 
p = pressure 

PR = liquid pressure at bubble surface 
R = bubble radius 
r = radial coordinate 
S = surface tension 
t = time 

u = fluid velocity vector 
M = axial velocity 
X = axial coordinate 

Zm.n = nth root of J'm(z) 
a — void fraction 
p = bubble concentration per unit liq

uid volume 
y = specific heat ratio 
X. = damping coefficient 
p, = liquid viscosity 
•d = angular coordinate 
p = liquid density 
r = bubble volume 
ii = rotor angular speed 
u> = frequency 

Subscripts 
B = bubble 
L = Lagrangian 
/ = axial mode number 

m = order of Bessel function J 
" = order of J Liz) roots 
o = mean flow 
s = Fourier index 
X = axial 

Superscripts 

~ = perturbation quantity 
A = complex amplitude of 

perturbation 
* = complex conjugate 

( ) ' = differentiation 
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standard methods (Lebedev, 1965), the separable solution (nor
malized, for convenience, at ;c = 0) for the finite length duct is 
found to be: 

(w) « J„(zm.„r/a)e' 
sin k^(L — x) 

sin LL 
(6) 

(or its complex conjugate), where Zm,n is the nth non-negative 
root of JLiz) = 0, and the axial wave number is: fc^Cw) = 
vk^(uj) — Zm,n/a^ (principal branch). For a semi-infinite duct 
the radiation condition at x = 0 replaces the condition at x = 
L, and, with earlier notations, the corresponding solution is: 

p„,„{^) « 7„,(z„,,„/-/a)e'<*'"*-'-'"V) (7) 

We consider, in particular, the solution for the idealized exci
tation generated by a turbomachine rotor with N blades and 
angular speed, Q, located at the inlet cross-section (x = 0). 
The pressure excitation is assumed 27r/A^-periodic in the rotating 
angular coordinate •&'=•& — ilt and can therefore be decom
posed as: 

p(r, d,0,t)-p„= i i c,„,„A,„(z±,;v,„r/a)e'"''*-"" 

where s is the harmonic index of the Fourier decomposition, m 
= ±sN a 0 is the azimuthal mode number and u) = ±sNi} a: 
0 is the blade excitation frequency, with the upper and lower 
signs for i a 0 and s < 0, respectively. The coefficients; 

•na Jo J-iTiN 

fla flir/N 

N\ rJ±sNiz±sN.nr/a)dr \ pir, §, t)e-"''''d'd 
_ Jo J -nlN 

7 r a ^ ( l - S^N'^lz\m,n)J\sN{Z±m.n) 

for i , n * 0, 0 

are readily obtained from the orthogonality properties of e'""^ 
and J^sNiz±sN,n>'/a) on the duct cross-section. Consistent with 
the linearization, the solution for the assigned pressure excita
tion p(r, i9, t) may be expressed by the series: 

^ " P^NA^NQ.) 

p{r, '&,x,t) - po = L X Csw,„ 

s=-„„=o p *,«,„(-j'ivn) 
with the upper conjugate solution valid for !• > 0 and the lower 
valid for * < 0. The remaining flow variables are then readily 
obtained from the linearized governing equations. 

The above treatment is easily extended to the case of non
zero mean flow velocity (u„ ^ 0) by means of the Galilean 
transformation x = XL + uj between the absolute (Eulerian) 
frame and the Lagrangian frame (subscript L) moving with the 
bubbly mixture. In this frame the unperturbed fluid is at rest 
and the general solution for a finite length duct has the form: 

Pm.ni^L) **< Jm{Zm.nrLla)e-
,̂ , sin kAL - xC) 

sin krL 
(8) 

where w,. = w - «„fe, is the Lagrangian frequency experienced 
by the bubbles in their trajectory and k^ = K{WL). Substituting 
the transformed coordinates x̂ , = x - M„r, r^ = r and i?i = ?9 
we can confirm that the solution PmA^) for ^ stationary fluid 
given by equations (6) and (7) remains valid in the absolute 
frame provided that the excitation frequency is re-defined as u> 
= Wz, -I- u„kx. Therefore, for any assigned value of the Eulerian 
frequency, ui, the axial wave number kx is the (generally com
plex) solution of the equation k^ = kA^^L) with Lagrangian 
frequency Wi = w — Uok^. 

The entire flow has therefore been determined in terms of 
the material properties of the two phases, the geometry of the 

Fig. 2 Real part, Re(ft;,a), and imaginary part, lm(k;^), of the normalized 
damped axial wave number as a function of the square of the reduced 
frequency, (olmso- The results shown are for the fundamental radial 
mode of the first azimuthal harmonic (/n = 1, n = 0, z„„ = Zi o = 1.8412) 
andfor3a(1 - a:)aVflS = 1. 

duct, the nature of the excitation, and the quantities, R„,Po, u„, 
and a. 

4 Results and Discussion 
The results presented are intended to illustrate the most sig

nificant features and phenomena implicit in the above solution. 
We choose a duct of radius a = 0.15 m and length L = 1 m, 
containing air bubbles (/?„ = 0.001 m, y = 1.4, XG = 0.0002 
mVs) in water (p = 1000 kg/m', p = 0.001 Ns/m^ S = 
0.0728 N/m, c = 1485 m/s) at atmospheric pressure (p„ = 10^ 
Pa). In addition, we must specify the void fraction, a. Note 
that the bubble interaction parameter, 3a(l — a)L^/Rl, which 
could be much larger or smaller than unity, appears in all of 
these bubbly flow analyses. The dynamic response of the flow 
can be very different depending on 3a( 1 - a)L^/Rl. The mean 
flow the Mach number M^ = UJCMO also occurs as a parameter 
in the present solutions. 

We first consider the general features of the propagation of 
disturbances of real frequency oj in the absence of mean flow. 
Note that the solution for a semi-infinite duct is oscillatory in 
•d, in t, and, in complex sense (damped or amplified), also in 
X, while its behavior in the radial direction is expressed by 
Bessel functions of integer order m, scaled by the factor Zm,,,/ 
a in order to satisfy the kinematic boundary condition at the 
duct wall. In particular, the solution for m = « = 0 corresponds 
to plane axial waves. Wave propagation along the duct is regu
lated by the axial wave number, k^ = kA^j)- In the undamped 
case kl is real (positive, zero, or negative) and the axial modes 
are either purely harmonic or exponential in space, with wave
length and amplification rate respectively determined by the 
real and imaginary parts of k^. In the presence of dissipation k^ 
is neither real nor purely imaginary (see Fig. 2 for the sample 
case, m = 1 and n = 0) and the axial modes consist of harmonic 
oscillations with amplitude changing in the axial direction. No
tice that kx varies with w and is generally different from the 
free-space wave number k because of the presence of the duct 
boundaries (except for the simple case of plane axial waves 
where Zm.n = Zo.o vanishes). Thus, for any particular bubbly 
mixture, the axial modes will depend on the oscillation fre
quency and the duct geometry. 

The behavior of kx as a function of the frequency UJ is most 
readily illustrated in the absence of damping (when the argu
ment of the square root is real). Then the axial wave number 
is either real or purely imaginary depending on the sign of 
k^(uj) - zliA^^t with a first regular transition at the cut-off 
frequency: 

wL 1 4-
3a(l - a)aVRl 

r2 <'m,n 
(9) 
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Fig. 3 Normalized cut-off frequency, <d̂ ,o/<>>Bo> as a function of the bub
ble interaction parameter, 3a(1 - a)a''/Rl, for the fundamental radial 
mode (n = 0) of the lowest azimuthal harmonics (m = 1, 2, 3) 

Fig. 4 Normalized amplitude of the pressure oscillations, |Pm,o(((>)|/ 
|j3m,o(0) I, as a function of the square of the reduced frequency, a/toBo, 
for the fundamental radial mode (n =: 0) of the lowest azimuthal harmon
ics (m = 0, 1, 2, 3) in a semi-infinite duct with 3a!(1 - a)a'/Rl = 1 

and a second, singular transition at the natural frequency, WB„, 
of an individual bubble in an infinite liquid (bubble resonance 
condition), where k^{uj) has a simple pole. Notice that the cut
off frequencies are never greater than tOso and that they increase 
with the radial mode number, n, for any given azimuthal harmonic 
m. In addition, the cut-off frequencies decrease with the bubble 
interaction parameter 3a(l - a)a^/Rl as shown in Fig. 3. 

In the present problem the perturbations decay exponentially 
with attenuation rate Im(A:^) when their frequency ui is either 
lower than a;„,„ or greater than UJB„. On the other hand, they 
propagate harmonically with wave length 27r/Re(fc^) for fre
quencies in the range uim.„ ^ (^ ^ (^BO- These three regimes are 
similar to the subsonic, supersonic and super-resonant regimes 
of flow identified by d'Agostino et al. (1988). As a result 
of the higher cut-off frequencies for the higher radial modes, 
appreciable wave-Uke propagation of m-lobed azimuthal excita
tion sources occurs when their frequency falls between the cut
off frequency Wmo of the fundamental radial mode (n = 0) and 
the bubble resonance frequency w = LOBO • 

When applied to the perturlsation generated by a turboma-
chine with A'' blades and angular speed n , from earlier expres
sions of fc', appreciable propagation of the sth harmonic distur
bance will therefore occur when: 

M urn 
Z\sN\,0 

\sN\ 
(10) 

where Z\SN\,O/\S^\ is the cut-off value of the blade tip Mach 
number M|JW| = Oa/cMd^ATJl). The values of ZISA/I.O/UA'I are 
always slightly supersonic and approach unity as the azimuthal 
mode number sN tends to infinity. Values fot sN = 1, 2, 3, 4, 
and 5 are, respectively, 1.36, 1.24, 1.18, 1.15, and 1.14. 

In more famiUar terms, we have determined that effective 
propagation of the disturbances generated by a turbomachine 
operating with bubbly flows is limited to the excitation from 
supersonic rotors not exceeding the bubble resonance condition 
I sNfl I ^ LUBO • This phenomenon is in line with well-established 
results for compressible nondispersive barotropic fluids (Tyler 
and Sofrin, 1962; Benzakein, 1972) and may have important 
implications for the onset and stabiUty of rotating stall and 
cavitation in the suction lines of pumping systems operating 
with bubbly or cavitating flows. Note that, since the sonic speed 
in a bubbly mixture can be very small, it is not implausible to 
have a supersonic condition in a quite conventional pump. 

The presence of a second region of exponential decay of the 
solution beyond the bubble natural frequency (termed super-
resonant condition by d'Agostino et al., 1988) is the direct 
consequence of the dominance of the inertial forces, which 
prevent the bubbles from effectively responding to the excita
tion. Therefore super-resonant flows tend to behave in an essen
tially incompressible way, not dissimilar to subsonic flows. 

From the relevant expression for p note that free oscillations 
(c,„,„ = 0) of bubbly flows in finite-length ducts can only occur 

when sin fc^L = 0, a condition that, together with the dispersion 
relation, determines the natural frequencies u!m,n.i and mode 
shapes j5„,„,,. In the absence of damping: 

Wm,(i.) WL 1 - I -
3a( l - a)a^lRl 

zi.„ + P7^W/L' 

Pm,n.l <« Jm(Zn,.nr/a)e-
hx 

(11) 

(12) 

where I is a positive integer. Notice that the natural frequencies 
0Jm,n.i always lie between the cut-off frequencies w,„,„ and OJBO-
They also increase with the axial mode number /, and converge 
to cjflo as / ->• -1-00. Just like the cut-off frequencies, the natural 
frequencies decrease with the increase in the parameter 3a( l 
— a)a^lRl and are substantially smaller than UJBO when it is of 
order unity or larger. 

Now let us consider the effect of damping. The inclusion of 
damping (see Fig. 2) makes the axial wave number k^ (and 
therefore also the cut-off frequencies a;„,„) complex and elimi
nates the singularity at w = Wso, thereby blurring the transitions 
between the three propagation regimes. In addition, the higher 
frequencies are more severely damped than the lower frequen
cies so that the lower modes will predominate in any applica
tion. Except for these aspects, the general propagation features 
of the solution remain essentially unchanged for moderately 
damped flows like the present sample case of air bubbles in 
water. The rest of the results presented include damping (Fig. 
4 onward). 

The relative amplitudes of the pressure and bubble radius 
oscillations in a semi-infinite duct are shown in Figs. 4 and 5 
as a function of frequency for the fundamental radial mode (« 
= 0) of the lowest azimuthal harmonics (m = 0, 1, 2, 3) with 

30.0 

Fl^. 5 Normalized amplitude of the bubble radius oscillations, 
I "m.oCo)) 1/1 î>>,o(0) I, as a function of the square of the reduced frequency, 
<t>/a>aoi for the fundamental radial mode (n = 0) of the lowest azimuthal 
harmonics (m = 0, 1, 2, 3) in a semiinfinite duct with 3a!(1 - a )a ' /R | 
= 1 
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0.45 

Rt{k,a} 0.3 • 

2/ 2 

Fig. 6 Normalized amplitude of the pressure oscillations, |Pm,D(A>)|/ 
l/3m,o(0)|, as a function of the square of the reduced frequency, ta/taeo, 
for the fundamental radial mode (n = 0) of the lowest azimuthal harmon
ics {m = 0 , 1 , 2, 3) in a finite-length duct with 3a(1 - a)a'/Rl = 1 

Fig. 8 Real part, Re(fcxa), of the normalized axial wavenumber for the 
fundamental radial mode of the first azimuthal harmonic (m = 1, n = 0, 
am,n = 1̂ 1,0 = 1.8412) as a function of the square of the reduced frequency, 
(o/biBo, in the absence of damping for Mo = 0.1, 0.2, 0.4 and for 3a:(1 -
a)a'/Rl = 1 

3a( l - a)a^/Rl = 1, (corresponding to a void fraction a ss 
1.5 X 10"^fortheassumed values of the duct and bubble radii). 
The corresponding results for a finite-length duct are shown in 
Figs. 6 and 7. For all azimuthal harmonics the response of the 
bubble radius is maximum near the bubble resonance frequency, 
LJBO- Despite the rather large value of the bubble interaction 
parameter 3a( 1 — a)a^/Rl, appreciable oscillations of the pres
sure and bubble radius are only observed for the zeroth and 
first azimuthal harmonics in the frequency range from w .̂o (<̂ m,o 
= 0 for plane axial waves) to COBO • The solution for the finite-
length duct (Figs. 6 and 7) also shows clear evidence of reso
nant oscillations (amplitude peaks) of the zeroth and first 
azimuthal modes (m = 0, 1) at the corresponding natural fre
quencies, due to reflection of the flow disturbances by the down
stream boundary condition. Additional computations have 
shown that the higher azimuthal harmonics start displaying ap
preciable resonant oscillations when the length of the duct is 
decreased. The same trend has been observed when increasing 
the duct radius for a given duct length. Thus the aspect ratio, 
LI a, plays a key role in the dynamics of a bubbly flow in a 
cylindrical duct. 

Next we briefly discuss the extension of previous results to 
the case of nonzero mean flow velocity (u„ * 0) by means of 
a few simple re-interpretations. In the first place, as shown in 
Section 3, the presence of a constant mean flow velocity u„ 
results in a complex value of the axial wave number even in 
non-dissipative flows (as illustrated in Figs. 8 and 9) but does 
not alter the formal expression for the pressure perturbation, 
given by Eqs. (6) and (7). This implies that the analysis for 
the zero mean flow case can be easily extended to the case of 
nonzero mean flow provided that the (•) excitation frequency 
is redefined && u) = LC^ + Uakx- Moreover the fact that the axial 
wave number is now given by k^ = Kiij^i) and its imaginary 
part, lxa{kx), never vanishes (even in the absence of dissipation) 

Fig. 7 Normalized amplitude of the bubble radius oscillations, 
I ̂ m.o ((o) I /1 Rni,o(0) I, as a function of the square of the reduced frequency, 
(oluiBo, for the fundamental radial mode (n = 0) of the lowest azimuthal 
harmonics (m = 0, 1, 2, 3) in a finite-length duct with 3a(1 - a)a'/R' 
= 1 

2.4 

lm{k.a} 2.0 

Af„ = 0.1 

Fig. 9 Imaginary part, \m{k,^), of the normalized axial wavenumber for 
the fundamental radial mode of the first azimuthal harmonic (m = 1, n 
= 0> oimjt = o!ifl = 1.8412) as a function of the square of the reduced 
frequency, at/fogo, in the absence of damping with M„ = 0.1, 0.2, 0.4 and 
for 3a(1 - a)a^/Rl = 1 

implies a redefinition of the cut-off frequency: the condition for 
appreciable propagation of purely harmonic disturbances of real 
frequency LJ through the bubbly mixture (which in the case of 
zero mean flow was given by Im(fc^) = 0) is now replaced by 
the condition that Im(fe,) be a minimum. In other words, in the 
presence of mean flow, the cut-off frequency is given by the 
value of u) corresponding to the minimum of Im(4:), as deter
mined by the equation: 

wL (w — MA) 7 ^ 

2 2 
CMO ^BO — (OJ — UoK) 

(13) 

The dependence of the cut-off frequency on the Mach number, 
M„ = U„ICMO< for the fundamental radial mode and the lowest 
azimuthal harmonic is shown in Fig. 10. Notice the rapid de
crease in the cut-off frequency for all azimuthal modes as the 

0.4 0.5 

Fig. 10 Normalized cut-off frequency <d ,̂o/fti|o as a function of the flow 
Mach number M„ = UO/CMO for the fundamental radial mode (n = 0), the 
lower azimuthal harmonics (m = 1, 2, 3) and 3a!(1 - a)a'/Rl = 1 
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flow Mach number approaches unity. This feature is also charac
teristic of compressible flow solutions (Benzakein, 1972). 

5 Limitations and Sensitivities 
Restrictions to the validity of the present bubbly flow model 

result from the introduction ofthe continuum hypothesis, the use 
of the linear approximation, and the neglect of local interactions 
between the bubbles. The continuum approach requires the bub
ble radius, /?„, to be much smaller than any of the macroscopic 
length scales of the flow, here a/Zm,n, aim and \l\kx\ in the 
radial, azimuthal, and axial directions. This condition is increas
ingly restrictive for higher and higher harmonics, and therefore 
only a limited number of Fourier-Bessel components can be 
realistically included in the solution. 

For the linear perturbation approach to hold, the excitation 
amplitude must not exceed some linear range, especially near 
resonance. This condition probably represents the most stringent 
restriction on the present analysis. 

The error associated with the neglect of local bubble interac
tions can be neglected provided that a ' " <? | ul/ui^ - 11 (d'A-
gostino and Brennen, 1988). Far from bubble resonance, this 
condition is generally satisfied in low void fraction flows. 

6 Conclusions 

This study reveals a number of important effects occurring 
in bubbly and cavitating flows in cylindrical ducts as a conse
quence of the strong coupUng between the local dynamics of 
the bubbles and the global behavior of the flow. The propagation 
of disturbances along the duct is modified by the large reduction 
ofthe sonic speed, which becomes both complex (dissipative) 
and dispersive (frequency dependent). Additional modifica
tions are introduced by the boundaries, which determine the 
excitation modes and their cut-off frequencies, and, in finite 
length ducts, the natural frequencies and mode shapes. The cut
off and natural frequencies never exceed the resonance fre
quency of individual bubbles, and are very much smaller when 
the parameter 3a( l — a)a^/Rl is of order unity or larger. 
Appreciable wave-like propagation of each excitation mode 
along the duct is limited to the frequency range between cut
off and the bubble resonance condition, and, except for plane 
waves, is characteristic of supersonic (but subresonant) flows, 
as defined by d'Agostino et al. (1988). In finite-length ducts, 
the same frequency range also contains the infinite set of natural 
frequencies of the resonant modes. The different propagation 
properties of subsonic, supersonic and super-resonant flows are 
due to the relative importance of pressure and inertial forces in 
the bubble dynamics at different excitation frequencies, as al
ready outlined in previous papers (d'Agostino and Brennen, 
1988). 

In duct flows subject to excitation by a turbomachine, only 
the perturbations from supersonic rotors propagate effectively 
and are potentially capable of becoming self-sustaining when 
effectively reflected by the downstream boundary condition. 
Given the low sonic speed of bubbly mixtures, the cut-off condi
tions can readily be exceeded in high-speed turbopumps. This 
phenomenon is therefore potentially relevant to surge-like auto-
oscillations and rotating cavitation instabilities in pumping sys
tems operating with bubbly flows. 

Because of the damping in the bubble dynamics the spectral 
response of the flow is therefore dominated by the lowest reso
nant frequencies which depend on the bubble interaction param
eter, 3a( l - a)a^/Rl. ITie increase of this parameter causes 
a substantial reduction in the bubble response peaks owing to 
the greater compliance of the flow, and a decrease in the corre
sponding frequencies results. 

The length-to-radius ratio of the duct also plays an important 
role in the dynamics of this kind of flow. Higher modes display 
stronger oscillations as the aspect ratio L/a of the duct increases 

and the peak frequencies are strongly shifted towards lower 
values of UJ/UBO-

Finally, rather drastic modifications of the dynamic behavior 
of the bubbly mixture also occur when the mean flow velocity 
of the bubbly mixture becomes comparable to the low-fre
quency sonic speed. As in more conventional compressible 
flows, the most important effect of the mean flow arises from 
the rapid reduction of the cut-off frequencies of all fundamental 
modes as the Mach number approaches unity. 

The present theory has been derived under fairly restrictive 
linearization assumptions and, therefore, is not expected to pro
vide a quantitative description of unsteady bubbly flows in cy
lindrical ducts except in the acoustical limit. Bubble radius 
perturbations are often large in practical applications where the 
void fraction can be assumed to be small. Therefore the most 
serious limitation of the present theory is inherent in the linear
ization of the bubble dynamics. 
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Measurements of the Velocity 
Field Downstream of an Impeller 
The velocity field downstream of a model impeller operating in water was measured 
using a two-component laser doppler velocimeter. The investigation focussed on the 
spatial development of the mean velocity in the axial, radial, and circumferential 
direction, although simultaneous measurements were performed of the velocity un
steadiness from which turbulence characteristics were inferred. The measurements 
extended up to 12 impeller diameters downstream of the blades displaying the proper
ties of the generated swirling jet both in the zone of flow establishment and the zone 
of established flow. The division between these zones was made based on similarity 
of the mean axial velocity proflle. Integral properties of the flow such as volume and 
momentum flux were computed from the measured velocity profiles. The transverse 
spreading of the impeller jet and its development towards self-similarity were exam
ined and compared with non-swirling jets and swirling jets generated by other means. 

1 Introduction 
In many environmental and technical/industrial applications 

there is a need to artificially induce flows in fluids and fluid 
mixtures. The purpose of flow generation could be to transport 
substances, keep solids in suspension, homogenize fluids with 
different properties, dissolve matter in liquids, enhance biologi
cal and chemical reactions, or modify the thermal conditions in 
a fluid. A submersible mixer is a flexible and efficient device 
for inducing such artificial flows. The mixer is a compact unit 
that consists of an impeller (a propeller operating at static condi
tions) and a motor. The rotating impeller generates a swirling 
jet with an initial size, velocity, and direction that depends on 
the characteristics and orientation of the impeller. The swirling 
jet penetrates through the fluid and grows in size as it entrains 
ambient fluid; simultaneously, a large-scale motion is induced 
in the fluid that largely depends upon the flow geometry. This 
large-scale flow pattern is in many applications of decisive im
portance for achieving the desired effects with the flow genera
tion. IVIost mixer applications involve complex fluid dynamics 
regarding both the impeller flow and the large-scale motion that 
must be understood in detail to maximize the efficiency of the 
mixing operation. 

Swirling jets appear in many other applications besides 
mixer-induced flows; propellers are often employed for the pro
pulsion of airborne and marine vehicles, and the flow in the 
slipstream or wash has many similarities with the swirling jet 
generated by an impeller. In studies of propeller flows the focus 
is typically on the velocity field in the vicinity of the propeller 
and the development of the downstream flow field is of less 
concern. In contrast, both the generation and the downstream 
development of the swirUng jet is of primary interest in mixer-
induced flows, as well as any interaction with the flow bound
aries and secondary flows induced by the jet. The Umited num
ber of investigations that exist of the velocity field downstream 
an impeller or propeller derive mainly from the fields of aerody
namics, naval architecture, and turbomachinery. 

Biggers and Orloff (1975) measured velocities in the walce 
of a helicopter rotor at static conditions exposed to a free stream 
approximately oriented in the rotor plane. A two-component 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
April 10, 1995; revised manuscript received December 4, 1995. Associate Techni
cal Editor: Wing-Fai Ng. 

Laser Doppler Velocimeter (LDV) was employed to obtain 
time- and phase-averaged values on the velocity showing the 
effects of tip vortices, bound vortices, and blade wakes on the 
flow. Lepicovsky and Bell (1984) and Lepicovsky (1988) used 
an LDV to study the velocity field in the vicinity and between 
the blades of a static propeller. Axial, radial, and tangential 
time- and phase-averaged velocities and the corresponding tur
bulent fluctuations were determined. The most detailed mea
surements of the flow field in the vicinity of a propeller carried 
out to date were made by Hyun and Patel (1991a, b) , who 
studied the flow around a marine propeller at the stem of an 
axisymmetric body in a wind tunnel. They made phase-averaged 
measurements using two- and three sensor hotwires for de
termining the mean and turbulent velocity field together with a 
five-hole yaw probe for obtaining the pressure. These measure
ments were also circumferentially averaged to yield overall as
pects of the flow. Hamill and Johnston (1993) measured the 
mean axial velocity downstream a static propeller in water using 
a pitot tube. 

A jet discharged into a large fluid body where boundary 
effects are negligible tends to develop towards a state of self-
similarity (Townsend, 1976) with the mean and the turbulent 
velocity properties being independent on the details of the gen
erating source for the jet. Thus, at some location downstream 
of an impeller or propeller it is expected that a generated free 
swirling jet displays self-similar properties. This location may 
be taken as the separation point between the zone of flow estab
lishment (ZFE) and the zone of established flow (ZEF). In the 
present study, the division between ZFE and ZEF is based on 
similarity of the mean axial velocity profile (Albertson et al., 
1950), which typically occurs closer to the source than similar
ity of the turbulence. Because the jet properties in the ZEF are 
independent of the detailed source characteristics, comparison 
between impeller jets and swirling jets generated by other tech
niques such as rotating pipes (Rose, 1962; Pratte and Keffer, 
1972), specially designed nozzles (Chigier and Chervinsky, 
1967, Farokhi et al., 1989), or twisted tapes (Duquenne et al., 
1993) may be of interest. 

In this study, the velocity field downstream an impeller op
erating in water was measured using a two-component LDV. 
The focus of the investigation was on the spatial development 
of the mean velocity in the axial, radial, and circumferential 
direction, although simultaneous measurements were performed 
of the velocity unsteadiness from which turbulence characteris-
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tics were inferred. The measurements extended up to 12 impel
ler diameters from the impeller blades displaying the properties 
of the swirling jet both in the ZFE and ZEF. Integral properties 
of the flow such as volume and momentum flux were computed 
from the measured velocity profiles. The transverse spreading 
of the impeller jet and its development towards self-similarity 
were examined and compared with non-swirling jets and swirl
ing jets generated by other means. 

The objective of the experiments was to study a free impeller 
jet unaffected by any flow boundaries; however, since the mea
surements were performed in water the size of the experimental 
container employed was limited and this aim could not be com
pletely realized. In order to minimize the effect of the container 
size, the experiments were performed in two different containers 
depending on the generated flow conditions. Although special 
efforts were made to minimize the boundary effects on the jet 
development, some low-frequency velocity fluctuations could 
not be eliminated which affected the measurements of the veloc
ity unsteadiness. These fluctuations were related to the recircula
tion zone formed between the spreading jet and the side walls 
of the container. 

2. Laboratory Experiments 

2.1 Experimental Setup. A 1:10 model of the impeller 
from a Flygt 4501 mixer (Fahlgren and Tammelin, 1992) was 
used in the experiments. The three-blade model (Fig. 1(a)) 
impeller had an overall diameter of D = 0.078 m and a hub 
diameter of 0.015 m, and it was operated at a constant speed 
Â  (measured in rpm) throughout a specific experiment. The 
impeller was initially placed in a plexiglas tank with an inside 
bottom area of 0.98 X 0.98 m^ and a water depth of 0.65 m. 
However, this setup only allowed velocity measurements to 
be performed relatively undisturbed by the circulation up to a 
distance of 5D from the impeller and for lower values on Â . 
Thus, a different experimental setup (Fig. l{b)) was employed 
in most of the measurements that involved a larger fluid body, 
which was obtained by closing of a section in a large glass-
walled flume. The enclosed section was 2.5 m long with a 
rectangular cross section of 0.9 X 0.9 m^, permitting relatively 
undisturbed measurements up to a distance of 12D downstream 
of the impeller. The water depth in the flume was 0.85 m during 
all experiments. The impeller was placed as centered as possible 
in the containers with respect to the focal length of the LDV 
system. 

A two-component TSI LDV system was used for the velocity 
measurements. This system includes a 300-mW argon-ion laser 
(model L-300) which generates a mixed (multi-line) beam. The 

Top view 

X 

J o 

y 
• 
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' 

Fig. 1 (a) Experimental impeller; {b) Experimental setup for measuring 
the velocity field downstream an Impeller (note approximate jet size at 
10D and spreading angle) 

measurement volume is approximately 2.2 mm long in water 
with a diameter of 0.12 nun having 32 fringes. A backward-
scattered mode is employed using the signal collection optics 
in the probe, and the signal is analyzed in the TSI 750 processor 
using burst autocorrelation technique and validation algorithms 
to ensure that measurements are made only on burst and not on 
noise. The raw data are transferred to a personal computer via 
direct memory access and stored for subsequent analysis. Most 
statistical flow parameters were calculated with TSLs Flow In
formation Display (FIND) data analysis package. 

A traversing system was developed to allow efficient and 
accurate measurements with the LDV at arbitrary cross sections 
downstream of the impeller. At each measurement section the 
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cross-sectional area of the experi
mental container 
distance from virtual origin to im
peller blades 
impeller diameter 
cutoff frequency for high-pass fil
tering 
axial flux of linear momentum 
axial flux of linear momentum at 
the source 
axial flux of angular momentum 
impeller speed 
impeller radius 
radial coordinate 
radial distance to measurement po
sition from jet center 
radial distance to boundary be
tween jet and return flow 

ro5 = radial distance where U = 

Q = volume flux 
S = swirl number 
U = axial velocity 
0 = mean axial velocity 

Up = peripheral velocity of impeller 
blades 

^max = maximum of mean axial velocity 
u = axial velocity unsteadiness 
Ui = magnitude of low-frequency ve

locity fluctuation 
«rms = rms value of axial velocity un

steadiness 
V = radial velocity 
V = mean radial velocity 
Va = apparent radial velocity 
V = radial velocity unsteadiness 

Vrms = rms value of radial velocity un
steadiness 

W_ = tangential velocity 
W = mean tangential velocity 

Wmax = maximum of mean tangential ve
locity 

w = tangential velocity unsteadiness 
Wrms = rms value of tangential velocity 

unsteadiness 
X = horizontal coordinate 
y = lateral coordinate 
z = vertical coordinate 
a = angle to measurement point 
p = fluid density 

As = deviation in measurement posi
tion from jet center 

Journal of Fluids Engineering SEPTEMBER 1996, Vol. 1 1 8 / 6 0 3 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



probe could automatically be moved in the y- and z-directions 
(see Fig. 1(b)), with a theoretical accuracy of ^ mm (80 step 
per mm). The movement of the probe was initiated in the data 
acquisition routine in FIND via an external subroutine. By using 
an external laser beam to project the orientation of the impeller 
axis, the intersection of the LDV laser beams could be aligned 
with respect to the jet center. The jet center at a specific down
stream location was locked as the "absolute-home-position" 
for the traversing system defining the starting point for the 
measurements at that section. The traverse was manually moved 
along a fixed rail between the different measurement sections 
in the ;c-direction. 

2.2 Experimental Procedure. The experiments were car
ried out in water with a temperature of about 20°C. Before 
starting any measurements the impeller was operated for at least 
20 minutes to allow for steady conditions to develop with re
spect to the induced circulation in the experimental container. 
The impeller was then engaged throughout the measurements, 
which typically lasted several hours. During an experimental 
case the impeller was running at a fixed speed and velocity 
measurements were performed with the LDV system at selected 
cross sections downstream of the impeller. All measurements 
were made in coincidence mode, and the coincidence window 
together with the shift frequency and direction were determined 
on the basis of the flow conditions in the jet (a function of the 
distance from the impeller and jet axis). SampUng was done in 
even time mode to compensate for statistical biasing. The water 
was seeded with metal-coated particles having a diameter of 9 
jim. 

Two velocity components can be measured simultaneously 
with the LDV system; thus, in order to obtain the velocity 
components in all three coordinate directions two sets of mea
surements were needed at each cross section. Lateral traversing 
(jj -direction) through the jet produced the axial (U) and tangen
tial (W) velocity component, whereas vertical traversing (z-
direction) gave the radial velocity (V) together with U once 
more. The radial and tangential component could not be ob
tained simultaneously by lateral or vertical traversing. In order 
to measure coincidence dependent properties between V and W, 
including the Reynolds shear stress (not discussed in this pa
per), the LDV probe had to be oriented towards the jet (x-
direction) and traversed horizontally (or vertically). This could 
only be achieved if the impeller was turned 90 deg toward the 
LDV probe, which severely restricted the size of the experimen
tal container. A limited number of such measurements were 
nevertheless made for a few cross sections close to the impeller. 

2.3 Measurements Uncertainty. The optimum sampling 
rate corresponds to a time interval between samples that is twice 
the integral time scale of the flow (Hyun and Patel, 1991a). 
The optimum sampling rate is a compromise between minimiz
ing the amount of data to be collected and maximizing the 
convergence rate to obtain statistically stable estimates of the 
mean flow properties. In the present flow configuration there 
are several different characteristic time scales for the flow that 
affect the choice of sampling rate. These time scales involve 
turbulent fluctuations, periodic flow variations due to the impel
ler blades, and low-frequency fluctuations caused by recircula
tion in the container (to be discussed later). The latter fluctua
tions made long sampling times necessary before estimates of 
the flow properties converged to a satisfactory accuracy, espe
cially at the most downstream locations. At these locations a 
low sampling rate had to be employed (20 Hz) to produce a 
manageable amount of data; however, since the main purpose of 
the study was to measure mean velocities this rate was adequate, 
although limited information was obtained on the fine structure 
of the turbulence. Higher sampling rates were employed closer 
to the impeller and for phase-averaged measurements (up to 
1000 Hz). 

Mean flow properties converged after about 5 min of mea
surements in the vicinity of the impeller, whereas 10 min was 
typically required at cross sections further downstream. At the 
edge of the jet and for the most downstream locations sampling 
periods of up to 15 min were employed to obtain convergence. 
The number of samples used to form averages ranged from 
6000 to 18,000. The variation in measured mean velocities at 
the jet axis caused by random errors was estimated to ±0.5 
percent of the mean axial velocity U for all components based 
on a 95 percent confidence level (Coleman and Steele, 1989), 
and the corresponding variation for the root-mean-square (rms) 
values was ±2 percent of respective rms value. 

The influence of bias errors was more difficult to determine, 
and instead an attempt was made to directly determine the total 
error through repetitive measurements in single points as well 
as for complete cross sections. Bias errors arose primarily be
cause of slight differences in probe ahgnment between repetitive 
measurements and effects of the periodicity generated by the 
blades, but velocity and fringe biasing as well as optical errors 
due to the experimental setup may have affected the measure
ments. Thus, the total error in the mean velocities was estimated 
to be about ±5 percent of U, although for a limited number of 
measurements an error of ±10 percent was obtained. The total 
error in the rms values were in general less and ±5 percent of 
respective rms value represents a typical upper estimate. These 
estimates of the total error should be regarded as representative 
values, because the error could vary considerably from point to 
point and with respect to the studied component. In most cases 
the accuracy was better than the above-given values, although 
for example the radial component could show even larger errors 
at the jet center, as will be discussed later. 

3 Results 
The velocity components U, V, and W were measured at 

selected downstream locations for three different impeller 
speeds, namely N = 600, 1200, and 1800 rpm. For Â  = 600 
rpm, measurements were performed mainly in the smaller tank, 
whereas for Â  = 1200 and 1800 rpm almost all measurements 
were obtained in the flume. Comparison between measurements 
in the tank and the flume at identical A'̂  produced the same 
results close to the impeller, whereas differences could be noted 
further away from the impeller, especially for W which was 
markedly affected by the side walls when the jet became large 
with respect to the cross-sectional area of the container. Mea
surements were performed at the foUowing locations for respec
tive N: 0.5D, ID, 2D, 3D, 4D, 5D (600 rpm); 0.064D, 
0.128D, 0.256D, 0.5D, ID, 1.5D, 2D, 3D, 4D, 5D, 6D, 
lOD, 12D (1200 rpm); and 0.128D, 2D, 4D, 6D, 8D, lOD, 
12D (1800 rpm). For most of these locations a complete set 
of U, V, and W was obtained; however, at some locations the 
measurements were focussed primarily toward U. 
. The generated velocity field downstream the impeller may 
be decomposed into the following three parts (Hyun and Patel, 
1991a): (1) a time-averaged velocity, (2) a velocity induced 
by the periodicity of the impeller blades, and (3) a turbulent 
fluctuation. The effect of the periodicity due to the rotating 
blades typically disappears a short distance downstream of the 
impeller and the flow may be regarded as axisymmetric and 
constant in the circumferential direction. Such a symmetry in 
the flow field implies that a measured time series yields all the 
information about the velocity at a point without resorting to 
phase-averaging. In the present study, little effect of the period
icity induced by the blades could be detected after ID , and after 
2D no effect was observed from individual blades, although a 
slight oscillation with a period corresponding to Â  was still 
discemable at 1.5 D. The influence of the periodicity was inves
tigated through spectral analysis of measured velocity time se
ries obtained with a high samphng rate close to the impeller 
together with limited phase-averaged measurements. Hyun and 
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Patel (1991b) found in their laboratory measurements that the 
flow field could be considered rotationally symmetric after 
about 2D. 

Because the present measurements were performed in a lim
ited water mass, boundary effects could not be entirely elimi
nated and the velocity field was partly affected by a large-scale 
circulation induced by the impeller jet. A recirculation zone 
formed outside the jet, both in the tank and the closed-off flume, 
and the flow in this zone caused low-frequency velocity fluctua
tions (compare Shih and Ho, 1994). These fluctuations were 
most pronounced for U, and the relative effect increased with 
distance downstream the impeller. Thus, as previously dis
cussed, a long measurement time was required to obtain statisti
cally stable estimates of the velocity properties, especially at 
the most downstream locations and at the edge of the jet. Tests 
in the flume that encompassed different measures for dampening 
the jet as it encountered the solid boundary downstream of 
the impeller did not eliminate these fluctuations; even if the 
downstream boundary was moved very far away from the impel
ler (not closing off the flume), the fluctuations were still notice
able. The only method to eliminate the fluctuations was to intro
duce a small base flow in the flume that washed away the 
recirculation zone (measurements not shown here). 

The results of the velocity measurements are presented in the 
following sections focussing on the mean velocity in the three 
coordinate directions together with the corresponding velocity 
unsteadiness as expressed through the normal stresses. Measure
ments were made both in the ZFE and ZEF, where the division 
is made based on the similarity of the mean axial velocity profile 
(Albertson et al., 1950). The peripheral velocity of the impeller 
Up (= InNR) is used to normalize the measured velocities in 
the figures, whereas the radial distance r is normalized with the 
impeller radius R and the axial distance measured from the 
impeller blades with D. The mean velocity components in the 
axial, radial, and tangential directions are denoted by 0, V, and 
W, respectively, and the corresponding velocity unsteadiness by 
«, V, and w. The velocity unsteadiness was in most locations 
dominated by the turbulent fluctuations in the jet, however, at 
some downstream locations the low-frequency fluctuations gave 
a significant contribution, primarily to u. 

3.1 Mean Axial Velocity. Radial distributions (profiles) 
of 0 measured at different streamwise locations in the ZFE are 
shown in Fig. 2(a) forN = 1200 rpm. Only half of the impeller 
jet is displayed in the figure; in several cases the entire jet was 
traversed to confirm that the velocity profile was axisymmetric. 
At locations close to the impeller the profile has a marked trough 
in the jet center characteristic for strong swirl flows. The trough 
is caused by the centrifugal forces in the rotating jet and the 
blocking effect of the impeller hub. Immediately downstream 
the impeller, the maximum of the mean axial velocity Um^^ 
occurs around r/R = 0.5, which approximately corresponds to 
the position where the impeller blades produce maximum thrust 
(Hyun and Patel, 1991a). 

The measurements close to the impeller at cross-sections 
0.064D, 0.128Z), and 0.256D (0.256D is not plotted in Fig. 
2(a) for clarity) showed a contraction of the jet as far as 
0.128D, but no effect further downstream. A contraction of the 
jet is expected due to the initial strong inward movement of 
water into the impeller wash; however, for the impeller em
ployed in the present study the contraction is confined to a short 
distance downstream of the impeller and at 0.256Z) the jet width 
is approximately D. Hyun and Patel (1991a) reported a contrac
tion of the wash up to 0.6D downstream the propeller. At the 
edge of the jet close to the impeller 0 attains negative values 
indicating a reversed flow, which is typical immediately down
stream the tip of propeller blades (Lepicovsky, 1988). Acceler
ation of the whole jet is observed to 0.5 £), and from 1D only the 
low-velocity core accelerates while a decrease in the maximum 
velocity occurs. 
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Fig. 2 Mean velocity profiles in the ZFE measured downstream an im
peller (/V = 1200 rpm): (a) axial, (b) tangential, and (c) radial component. 
(Representative total error: + / - 5 percent of 0.) 

For all impeller speeds investigated, tJ-profiles could be well 
described by a Gaussian curve after approximately 3D (Fig. 
2(a) ) . At this location n,„^^ has shifted to the jet centerline, 
and from about 3D a Gaussian velocity profile is maintained 
in the jet, as illustrated by Fig. 3(a) which displays profiles of 
U measured in the ZEF for Â  = 1800 rpm. Hamill and Johnston 
(1993) defined the end of the ZFE based on the location where 
a Gaussian velocity profile appeared, and measurements with 
different marine propellers indicated that this distance was about 
2D for a propeller operating at static conditions. 

3.2 Mean Tangential Velocity. At locations close to the 
impeller, two distinct peaks are noticeable in the mean tangen
tial velocity profile (0.064£> to 1D in Fig. 2(fc)). The first peak 
occurs around 0.l5r/R, which corresponds to the impeller hub 
radius, whereas the second peak is located at about 0.65r/R. 
Thus, the inner peak is produced by the rotating hub and the 
outer peak is created by the impeller blades. The two peaks 
rapidly decrease, simultaneously as they merge, and approxi
mately at 1.5D (profiles not shown in Fig. 2) there is only one 
peak in the tangential velocity that is located where U has its 
maximum. After the two peaks merge, the single maximum in 
the tangential velocity l̂ ^ax is first displaced towards the jet 
center, but after fJhas attained its maximum on the jet centerline 
Wmax continuously moves out from the center with distance 
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Fig. 3 Mean velocity profiles in the ZEF measured downstream an im
peller (Af = 1800 rpm): (a) axial, (b) tangential, and (c) radial component. 
(Representative total error: + / - 5 percent of 0.) 

downstream. Hyun and Patel (1991a) also measured a marked 
peak in W associated with a rotating hub that rapidly decreased 
in the downstream direction. 

In the ZEF (Fig. 3(b)) the swirl decays at a high rate with 
corresponding less influence on the main flow development, as 
indicated by the location of £/„,„ at the jet centerhne (Fig. 
3(a) ) . Because of the disappearance of the off-axis peak in 
U the tangential profile no longer shows any indications of a 
pronounced local minimum during its decay toward zero veloc
ity. At the most downstream locations and at the edge of the 
jet W attains a low, near-constant velocity just above zero that 
is most likely an effect of the limited water mass that was 
employed in the experiments. In a larger fluid mass W decays 
to zero at the jet edge more rapidly in the downstream direction 
(Farokhi et al., 1989). 

For reasons of symmetry, the tangential velocity should be 
equal to zero in the jet center. The measurements presented in 
Figs. 2(b) and 3(b) show values close to zero in the jet center, 
indicating that the alignment of the probe was satisfactory for 
determining W during the experiments. The tangential velocity 
gradient is large close to the jet center, especially in the vicinity 
of the impeller, and even small deviations in the positioning of 
the probe may imply velocity values that are significantly differ
ent from the correct values. However, even small deviations 
could have marked implications for measurements of the radial 

velocity component close to the jet center, as will be discussed 
next. 

3.3 Mean Radial Velocity. The measurements of V were 
taken by traversing the probe in the vertical direction. Similarly 
to W, V should be equal to zero in the jet center; however, 
measuring these small radial velocities proved difficult in the 
vicinity of the impeller, and non-zero V-values were often re
corded close to the jet center. Farokhi et al. (1989) noted a 
peak in V close to the jet center in contradiction to physical 
arguments that they attributed to insufficient measurement reso
lution near the vortex (jet) center. Near the jet axis even small 
inaccuracies in measurement volume position imply that the 
measurements of V will be affected by the tangential velocity 
component (Duquenne et al., 1993). 

For the two-component LDV used in the present measure
ments, if the traversing line of the measurement volume passes 
a small distance As beside the jet center, the apparent radial 
velocity Va recorded is (see Fig. 4 for a definition sketch), 

K = V cos a + W sin a (1) 

where r,„ is the radial distance from the jet center to the measure
ment point, and V and W are the true radial and tangential 
velocity components, respectively, at r„, and sin a = As/r„. 
When the measurement volume is at its closest position from 
the jet center, r„ = As, and K = W. Thus, instead of measuring 
zero velocity at the jet center the tangential component is re
corded due to the deviation in position. 

Another factor that makes reliable measurements of V close 
to the jet center difficult is the finite-size measurement volume 
of the LDV. The elliptic measurement volume has its major axis 
perpendicular to the jet axis when the traversing is performed for 
V implying that the obtained value represents an integrated 
value over a length of about 2.2 mm, which might affect the 
velocity measurement. Limited measurements were performed 
with the beams projecting in the axial direction, that is, towards 
the jet, recording W and V simultaneously using the smallest 
cross-section of the measurement volume; however, accurate 
results for V near the jet center was just as difficult to obtain 
as for vertical traversing. Instead, problems of measuring V 
accurately may also be related to small variations in the location 
of the jet axis, possibly connected with some type of jet instabil
ity phenomenon or small vibrations in the impeller mount. 

Figures 2(c) and 3(c) show profiles of V in the ZFE and 
ZEF, respectively (negative velocity representing an outflow 
from the jet center). Immediately downstream the impeller in 
the ZFE V is mainly directed towards the jet center, which 
eventually eliminates the trough in the center of the jet. Further 
downstream in the ZEF, V is directed out from the jet center 
as the mean axial velocity profile becomes flatter. In most of 
the profiles the radial inflow (entrainment) into to the jet may 
be distinguished at the edge; however, at the most downstream 
locations this inflow is difficult to notice because of its low 
value and possible boundary effects. 

3.4 Velocity Unsteadiness and Turbulence. Low-fre
quency velocity fluctuations w, appeared in the flow attributed 
to the recirculation zone between the jet and the side walls. 

Fig. 4 Effect of deviation in measurement position on tine radial velocity 
component 
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Because of long measurement periods the effect on the mean 
flow of ui could be eliminated; however, measurements of the 
normal and Reynolds shear stresses were affected by Ui de
pending on the location of the measurement point. The relative 
effect of ui on the measured stresses became more significant 
further downstream and at the edge of the jet. In the center of 
the jet and close to the impeller the influence of «, was minor 
as determined from high-pass filtering of measured velocity 
time series. Immediately downstream the impeller the velocity 
unsteadiness is also influenced by the periodicity of the blades 
(Hyun and Patel, 1991b), but this effect was small after ID in 
the present experiments, as discussed earlier. Only the normal 
stresses will be discussed in the following, since just two of the 
three Reynolds shear stresses (uv and uw) could be measured 
easily with the present experimental setup, implying that a com
plete picture of the shear stresses could not be obtained. 

Figures 5{a-c) display the measured rms values, that is 
the turbulence intensities or (normal stresses)"^, for the three 
coordinate directions at selected downstream locations in the 
ZFE (N = 1200 rpm), and Figs. 6{a-c) show the correspond
ing values for the ZEF {N = 1800 rpm). In the ZFE marked 
off-axis peaks occur for all rms components (Urms, I'rms, and 
vfrms) that persist to about 2D, after which the profiles change 
much more gradually with r. These off-axis peaks are located 
where the maximum radial gradient in 0 occurs and the magni-
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Fig. 5 Rms profiles for the velocity unsteadiness In the ZFE measured 
downstream an impeller (M = 1200 rpm): (a) axial, (fa) tangential, and (c) 
radial component. (Representative total error: + / - 5 percent of 0.) 
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Fig. 6 Rms profiles for the velocity unsteadiness In the ZEF measured 
downstream an impeller {N = 1800 rpm): (a) axial, (fa) tangential, and (c) 
radial component. (Representative total error: + / - 5 percent of 0.) 

tude of the peak is similar for Mnns, Vr^s, and Wr̂ s- The latter 
two components also show a peak at the jet axis that is more 
distinct than for «,„,». In the ZEF the rms values change at a low 
rate with r and the overall magnitude decays in the streamwise 
direction. The components Vrms and w^ms are approximately equal 
on the jet axis, as they should be due to symmetry (Pratte and 
Keffer, 1972). 

If the rms values are scaled with the local velocity U^,^, 
the relative velocity unsteadiness (for example, u„„JU^ax) was 
found to increase with distance downstream, especially for the 
streamwise component. This is a typical development in a jet 
as the turbulence develops toward self-similarity, and for non-
swirling jets such a state may not be obtained until after 40 £) 
(List, 1982). Pratte and Keffer (1972) showed an increase in 
the relative importance of Wms, î ms! and Wm,,, for swirling jets 
until about 12D, after which self-similarity was observed. In 
the present experiments, the typical values of M„„s/i7n,„x, Urms/ 
C/̂ ax. and Wrms/f7„,ax arc higher than corresponding measure
ments in non-swirling jets (List 1982) or swirling jets generated 
by other means (Pratte and Keffer, 1972). 

The turbulent fluctuations are probably relatively larger in an 
impeller jet due to the violent flow generation; however, the 
low-frequency fluctuations also significantly affect the velocity 
unsteadiness. The influence from «, is most pronounced for u, 
whereas v and w are not affected as much, that is, the fluctuations 
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in the recirculation zone are primarily in the streamwise direc
tion. To estimate how much u was affected by «,, a selected 
number of measured time series of u were high-pass filtered 
using a cutoff frequency of fc = 0.2 Hz. This cutoff frequency 
was determined by investigating how the rms-value dropped 
off with an increase in fc; at approximately 0.2 Hz there was a 
distinct break point in this curve indicating a change in the 
characteristics of the velocity unsteadiness that was attributed 
to the low-frequency fluctuations. The filtered time series indi
cated an influence from «, on « of about 10 percent close to the 
impeller, whereas the effect could be as much as 50 percent at 
the edge of the jet further downstream. 

3.5 Flow Development and Self-Similarity. In order to 
investigate the approach towards self-similarity in the flow, 0/ 
Ĉmax was plotted against r/{x + a), where a is the distance from 
a virtual origin to the impeller blades (how a was determined 
is discussed in the next section). The present measurements 
indicated that U was approximately self-similar from a location 
where Pmax occurred on the jet centerline. A Gaussian profile 
fitted the data quite well from about 3-4D downstream of the 
impeller, as shown in Figs. 7(a) and (b). For swirling jets 
generated by other means similarity in 0 was noted from 4D 
downstream an orifice for weak swirl, whereas for strong swirl 
similarity was not observed until lOD (Chigier and Chervinsky, 
1967). Rose (1962) and Pratte and Keffer (1972) observed 
similarity from about 6D for jets with moderate swirl. In gen
eral, swirling jets typically achieve self-similar properties more 
rapidly than corresponding nonswirling jets (Rose, 1962). 

Other velocity quantities besides 0 were also investigated 
for self-similarity; however, no conclusive support could be 
found that V, W, or the normal stresses approached a state of 
self-similarity within a distance of 12D. There were indications 
that W became approximately self-similar after about 4D, but 
further downstream at about 8-10Z3 the side walls seemed to 
markedly affect the flow development for this component and 
the l?-profile changed characteristics. The magnitude of the 
turbulence with respect to the mean flow increased in the down
stream direction and self-similarity was not observed for any 
of the normal stresses. This is attributed to the limited distance 
downstream of the impeller for which measurements were 
made, but also to the influence of the side walls. 

3.6 Radial Spread of tlie Jet. The radial spread of the 
jet with distance downstream is plotted in Fig. 8. The jet width 
that characterizes the spread was defined based on the radial 
distance ro.s where 0 = 11^^12. The jet was observed to spread 
linearly at a half angle of 7.1 deg, and the angle is nearly the 
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same for the three impeller speeds investigated. Close to the 
impeller a minor increase in the spread of the jet can be observed 
with an increase in the speed. The spread is similar to what 
Pratte and Keffer (1972) presented for a weakly swirling jet, 
which was almost twice that of a corresponding non-swirling 
jet in their experiment. 

Chigier and Chervinsky (1967) investigated the dependence 
of the radial spread on the swirl numbers defined as, where G^ 
is the axial flux of angular momentum given by, 

S = 
G,R 

/ : 
G^ = 2-Kp I r^'tJWdr 

and GJ: the axial flux of linear momentum, 

r w G, = 27rpJ r\V^-^\dr 

(2) 

(3) 

(4) 

in which p is the fluid density. They found that the spreading 
angle increased with S up to about 10 deg after which the 
angle was approximately constant. However, it is apparent from 
previous studies that the spreading angle significantly depends 
upon the conditions at the discharge point (Chigier and Chervin
sky, 1967). Formally, Eq. (4) is derived by eliminating the 
pressure term in the axial momentum equation using the radial 
momentum equation; thus, G^ also contains the streamwise pres
sure gradient (Hussein et al., 1994) and may more appropriately 
be called the jet axial thrust (Farokhi et al., 1989). 

In the present study, S was calculated to 0.18, 0.23, and 0.26 
for 600, 1200, and 1800 rpm, respectively, evaluated using Eqs. 
( 2 ) - ( 4 ) at2Z) and employing the impeller radius for R. The 
location 2D was employed to ensure that the flow is reasonably 
axisymmetric, which is an assumption used in the equations 
from which the swirl number is derived (Chigier and Chervin
sky, 1967). Also, to facilitate comparison for the different im
peller speeds, this was the closest location for which data existed 
for all speeds. The calculated swirl numbers correspond to 
weakly and moderately swirling jets generated by other means. 
No significant dependence for the spreading angle on S could 
be detected in the present measurements; however, as pointed 
out by Farokhi et al. (1989) S alone is not sufficient for uniquely 
characterizing a swirling jet in the near field, but other properties 
related to the velocity profile must he included. 

A virtual origin was found for the impeller jet by extrapolat
ing the line describing the radial spread back to the horizontal 
axis (Fig. 8). This produced a location for the virtual origin a 
= 2D upstream the impeller blades, which is similar to the 
2.3D found by Chigier and Chervinsky (1967) and the 3D 
found by Pratte and Keffer (1972). The virtual origin may be 
considered as a point source of axial and angular momentum 
with zero mass flux that generates an equivalent jet in the ZEF 
as the impeller. 
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where G,o is the momentum flux at the source, Q the jet flow, 
A the cross-sectional area of the experimental container, and r^ 
the radial distance to the jet boundary where the return flow 
starts (assumed to have a constant velocity outside the jet). 
Estimations of the momentum decay for the present experimen
tal cases indicated a typical loss of about 25 percent at 12D for 
1800 rpm, which is less than measured according to Fig. 9 ( / J ) 
(r„ was set to the distance where C7 = fJ^ax/lOO). 

However, analysis of the measurements showed that u,^^ is 
consistently larger than v,^^ and vfmis. Thus, an estimate of G^ 
is needed that includes the normal stresses (Pratte and Keffer, 
1972): 

Gx = T/Kp {'["'- 2 
dr (6) 
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Fig. 9 Jet development downstream of an impeller: (a) volume flux (rep
resentative total error: + / - 5 percent of 0 ) , and (b) axial flux of linear 
momentum (representative total error: + / - 1 0 percent of 0) 

3.7 Volume and Momentum Flux, The volume flux Q 
was determined at downstream cross-sections by integrating the 
measured f7-profiles across the jet. Figure 9(a) displays the 
results for N = 1200 and 1800 rpm showing a linear growth 
with distance from the impeller, except at the most downstream 
locations where the side walls seem to affect the jet entrainment. 
The volume growth seems to be linear both in ZFE and ZEF 
with little difference in the slope of the curve. In the figure, Q 
was normalized with UpR^ to allow for comparison between 
different Â ; the figure indicates that this quantity scales Q well. 

The axial flux of linear momentum as expressed by Eq. (4) is 
based on the assumption that the turbulent fluctuations (velocity 
unsteadiness) are of the same order and cancel out in the integra
tion (Chigier and Chervinsky, 1967). Equation 4 was employed 
as a first approximation to evaluate the flux of linear momentum 
(i.e., jet thrust) downstream the impeller. The linear momentum 
Gj should be preserved in the jet if it is generated in a infinite 
fluid where boundary effects are absent. For the case of a jet 
discharged in a limited fluid volume a return flow will be gener
ated that will consume some of the jet momentum, thus causing 
a momentum deficit downstream the jet depending on the 
strength of the return flow (Hussein et al., 1994). 

Figure 9{b) illustrates the variation in the axial flux of linear 
momentum with distance from the impeller as determined by Eq. 
(4) for A'' = 1200 and 1800 (momentum flux normalized with 
U^R^). The figure displays a marked loss in G^ downstream the 
impeller which may partly be explained by a momentum loss due 
to the return flow. A simple analysis similar to Hussein et al. (1994) 
shows that the decay in Gj with x may be estimated as, 

Gx„ 
= 1 

G„ A - nrl 
(5) 

Figure 9(b) also iUustrates the momentum flux evaluated by 
using Eq. (6) for Â  = 1800 rpm (complete measurements were 
not obtained at all locations of the normal stresses to allow 
evaluation of Eq. (6) for A' = 1200 rpm); the decrease in G^ 
that still occurs downstream the impeller using this equation is 
fully explainable in terms of the return flow. 

Conclusions 
A limited number of investigations have focussed on measur

ing the velocity field generated by an impeller (propeller), espe
cially at locations several diameters D downstream of the impel
ler. The present study encompassed measurements of the mean 
axial, radial, and tangential velocity profiles up to 12D down
stream a model impeller operating in water at three different 
speeds (600,1200, and 1800 rpm). Simultaneous measurements 
of the velocity unsteadiness were made from which turbulence 
characteristics could be inferred. The properties of the swirling 
impeller jet were investigated both in the zone of flow establish
ment and the zone of established flow, where the division be
tween the zones was made based on similarity of the mean 
axial velocity profile. Integral properties of the swirling jet were 
calculated from the measurements, such as volume and momen
tum flux, and the approach of the jet towards self-similarity was 
studied. 

The maximum mean axial velocity immediately downstream 
the impeller occurred at a radial distance of about 0.25 D, which 
approximately corresponds to the position where the impeller 
blades produce maximum thrust. Two peaks appeared in the 
mean tangential velocity profile close to the impeller, the first 
around r = 0.075 D produced by the impeller hub and the second 
around r = 0.32D created by the blades. In this zone, the mean 
radial velocity displayed a strong inflow towards the jet center. 
After a distance of about 3 -4D a Gaussian curve could well 
describe the mean axial velocity profile and self-similarity was 
obtained for this component. The mean tangential velocity pro
file decayed at a high rate downstream of this location with no 
marked peaks, and the mean radial velocity was directed out
wards from the center along the inner portion of the jet and 
inwards along the outer portion. 

Because the experiments were performed in a limited water 
mass, effects of large-scale circulation induced by the impeller 
jet could not be completely eliminated. A recirculation zone 
formed between the jet and the side walls caused low-frequency 
velocity fluctuations that affected the measurements of the ve
locity unsteadiness, especially the axial component. At locations 
close to the impeller the effect of these oscillations was small, 
implying that the unsteadiness represented the turbulence in the 
jet where the blade periodicity was negligible; however, at the 
most downstream locations and at the edge of the jet the influ
ence on the velocity unsteadiness was significant. For all com
ponents, the rms value of the unsteadiness displayed an off-axis 
peak where the maximum in the radial gradient of the mean 
axial velocity occurred. These peaks persisted to about 2D after 
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which unsteadiness profiles developed that changed gradually 
with the radial distance having their maximum in the jet center. 
The relative importance of the unsteadiness with respect to 
the mean flow (that is, the rms velocities divided by the local 
maximum of the mean axial velocity) increased with distance 
downstream, especially for the axial component. 

The mean axial velocity profile became self-similar after 3 -
4D, whereas no conclusive support could be found that other 
quantities approached self-similarity within 12 D. The radial 
spread of the jet in the zone of established flow, determined 
from the locations where the mean axial velocity was half of 
the velocity at the jet center, was linear with a spreading angle 
of 7.1 deg with little dependence on the swirl number. Linear 
extrapolation of the spreading angle made it possible to define 
a virtual origin for the jet 2D upstream of the impeller. The 
volume flux increased Unearly with distance downstream the 
impeller until the side walls affected the entrainment at about 
10 D. Employing a simple model for the conservation of the 
axial flux of linear momentum (jet thrust) showed that the 
velocity unsteadiness should be included in the momentum inte
gral and that the effect of the return flow must be taken into 
account when the jet occupies a significant portion of the ambi
ent cross-section. 
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1 Introduction 
When considering the thermal design of electronic equip

ment, it is important to have high quality flow resistance data 
in order to obtain good ventilation in the final product. For 
example, a simple approach for the thermal design of electronic 
equipment using experimentally measured flow resistance coef
ficients was proposed by Ishizuka (1992). Although, the wire 
net used at an inlet vent or outlet vent in the casing is one 
typical component that causes flow resistance within a casing, 
the flow resistance data for electronic equipment ventilation is 
scarce. Although the flow resistance data for wire nets in the 
relatively higher Reynolds number range, for example, in the 
case of forced air and water convection have been reported by 
Collar (1939), Osaka et al. (1986), Schubauer et al. (1947), 
Taylor and Batchelor (1949), and Wieghardt (1953), only lim
ited data in the lower Reynolds number range, namely, for 
natural air convection have been obtained by MacPhail (1939), 
Bernardi et al. (1976), and Ishizuka (1987). Ishizuka (1987) 
proposed a new correlation for the resistance coefficient of wire 
nets in the case of natural convection for practical use in the 
cooling of electronic equipment. However, most electronic 
equipment is cooled by natural air convection and forced air 
convection. Therefore, it is necessary to have a correlation 
which covers the data over a wide range of Reynolds numbers. 
In this brief, the flow resistance correlation of wire nets in a 
wide range of Reynolds numbers has been proposed for thermal 
design of electronic equipment casings. 

2 Flow Resistance Coefficients of Wire Nets for 
Lower Reynolds Number Range 

The evaluation method for the air flow resistance coefficient 
of wire nets in natural air convection was proposed by Ishizuka 
(1987) and the flow resistance coefficient values of several 

' Senior Researcher, Energy & Mechanical Research Laboratories, Research 
and Development Center, Toshiba Corporation, 1, Komukai Toshiba-cho, Saiwai-
ku, Kawasaki, 210, Japan. Mem. ASME 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS . Manuscript received by the Fluids Engineering Division 
July 12, 1994; revised manuscript received February 14, 1996. Associate Techni
cal Editor: H. Hashimoto. 

Journal of Fluids Engineering 

wire nets were obtained using the method. The two parameters, 
porosity coefficient /3 and Reynolds number Re based on a wire 
diameter d, and airflow average velocity in the duct M, were 
used to correlate the flow resistance coefficient of wire nets. 
The flow resistance coefficient K was defined as follows; 

K = 2AP/(pu^) (1) 

where, AP is pressure loss and p is air density. The following 
empirical correlation for the flow resistance coefficient K of the 
wire nets can be obtained on the basis of the best fit to the 
measured data by Ishizuka (1987). 

K= 28(Re^ ' / ( l - /?))• (2) 

where, the porosity coefficient /3 for a wire net is defined as 
follows 

/3 = is/(s + d)Y (3) 

where, i is wire to wire interval. The Re in Eq. (2) lies in the 
range of 0.4 < Re < 95.0. In Eq. (2) , the maximum uncertainty 
bands for K and Re were 4.1 and 16 percent, respectively. 

3 Flow Resistance Coefficients of Wire Nets for 
Higher Reynolds Number Range 

In the case of a relatively higher Reynolds number range, 
several researchers have reported results. Osaka et al. (1986) 
rearranged the correlations, obtained by Schubauer et al. (1947) 
and Wieghardt (1953), and compared their values with those 
obtained by themselves. Figure 1 shows the comparison. Here, 
the quantity C is the reduced factor and Rci is the Reynolds 
number which is based on the air velocity u^ passing through 
wire nets is defined as follows. 

K= C{\ - P)lfi^ (4) 

where C can be a function of the Reynolds number or a constant. 
Collar (1939) explained the meaning of Eq. (4) by assuming 
that the resistance is proportional to the area of the wire net 
and to the square of the airflow speed through the wire spacing, 
which is inversely proportional to the porosity coefficient. Igara-
shi et al. (1992) also reported on the flow resistance of a vortex 
shedder in a circular pipe and indicated that the resistance coef
ficient K is given in the same way as Eq. (4) regardless of the 
Reynolds number and the constant C is proportional to the drag 
coefficient of the shedder in a uniform flow. 

Using the parameters, C and Re,, which are shown below, 
Osaka et al. (1986) presented three correlations to express the 
flow resistance coefficients in the higher Reynolds number. 
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Fig. 1 Flow resistance coefficients of wire nets for higher Reynolds 
numbers 

From the figure, Eq. (8) can be recommended as the correlation 
to express the flow resistance of the wire nets in the range of 
Re, > 50. 

4 Correlating the Wide Range Reynolds Number 
Data 

It is necessary to select the common parameter to correlate 
the flow resistance data of wire nets for both the lower and 
higher Reynolds number ranges. Therefore, a better approach is 
to consider the C value and Reynolds number, Rci, as common 
parameters, since in case of Rei > 50 an improved expression 
as shown in Eq. (9) has been obtained to correlate the data 
reported by several researchers. Therefore, the data used to 
develop Eq. (2) needs to be rearranged by considering C value 
and Re,. Figure 2 shows the resuhs obtained by the correlation 
which included the data of Ishizuka (1987), Tailor et al. 
(1949), and Schubauer et al. (1947). The uncertainties of the 
data of other researchers were not reported in the literature. 
However, those could be estimated to be less than 3 percent by 
considering that the measurements were carried out in higher 
Reynolds number range. The data for Re, < 50 can be correlated 
as a straight line with a slope of -1.0 and the new correlation 
can be written as follows. 

C = 70 Rer'for Rei < 50 (9) 

This result indicates that in order to correlate the lower Reynolds 
number data, a good choice would be to use the C value and 
Rei. The figure shows that Eq. (9) intersects Eq. (8) at Re, = 
40. These results led to the conclusion that the following two 
expressions would be needed to correlate the data over a wider 
Reynolds number range. 
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(Osaka et 81.1986) 

C = 70 Rer' for Rci < 40 
C = 6.0 Rer'" for Rci g 40 (10) 

The uncertainty bands for C were estimated less than 18 percent 
for Rci < 40 and less than 5 percent for Rei g 40. 

5 Conclusions 
The flow resistance correlation of wire nets in a wide range 

of Reynolds numbers has been proposed. The flow resistance 
coefficient correlation for wire nets obtained in the natural air 
convection was rearranged using the parameters of reduced re
sistance coefficient C and Reynolds number Rei, defined in 
terms of the flow velocity through the wire net and the wire 
diameter. The results are plotted together with those obtained 
for the higher Reynolds number range by other researchers. 
Two expressions proposed for two Reynolds number range are 
presented below. 

C = 70 Rer' Rei < 40 
C = 6.0 Rer'" Rei g 40 

These correlations are useful for the thermal design of electronic 
equipment casings. 
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considered to be the result of the random formation of ' 'spots'' 
of turbulence in the boundary layer over some finite region in 
the streamwise direction. These so-called turbulent spots grow 
as they convect downstream until the entire boundary layer is 
composed of them. At that point, the boundary layer is consid
ered fully turbulent. The current state of knowledge regarding 
the transition process as it pertains to gas turbines is reviewed 
by Mayle (1991). In that paper, Mayle makes the case that 
transition may only be modeled with accuracy in turbomachin-
ery flows through an acceptance of the ideas of Emmons 
(1951). Thus, an assessment of the effects of various flowfield 
parameters on transition must be an evaluation of the way in 
which they affect the formation and subsequent growth of turbu
lent spots. 

In this experiment, an Isentropic Light-Piston Tunnel was 
employed to generate hot flows with Reynolds and Mach num
bers consistent with those in modern gas turbines over the sur
face of a flat plate instrumented with thin-film gauges. The gas-
to-wall temperature ratio was kept constant and equal to 1.4 
throughout the tests, and the freestream turbulence intensity 
was 0.1 percent. Wide-bandwidth heat-flux instrumentation was 
used to assess the state of a boundary layer growing along the 
surface of the flat plate under the influence of various constant 
freestream pressure gradients. The instrumentation, together 
with a high-speed, multi-channel data-acquisition system, was 
used to track naturally-occurring turbulent spots as they pro
ceeded downstream along the plate surface in the presence of 
an adverse pressure gradient. Further details regarding the facil
ity and techniques used in the present study have been presented 
by Clark etal. (1992, 1993). 

The key parameters, which must be measured to describe the 
propagation of turbulent spots, are the convection velocities of 
the leading and trailing edges as fractions of the local freestream 
velocity (C^ and C,̂ , respectively), the spreading angle ( a ) , 
and a spot event-velocity normalized by the local freestream 
speed (Cj). In the present study, turbulent-spot trajectories were 
constructed by analyzing raw heat-flux traces via a digital inter-
mittency detector of the type described by Hedley and Keffer 
(1974). From these trajectories, spot leading- and trailing-edge 
convection rates were determined. The lateral spreading angles 
of the spots were calculated through estimates of the rate-of-
change of thin-film gauge coverage with streamwise distance. 
The characteristic spot-velocity was calculated by performing 
2-point space-time correlations on the raw heat-flux traces. That 
is, the spot event-velocity was calculated in a manner consistent 
with treating the spot as a single eddy. Complete details of these 
analysis techniques have been presented in Clark et al. (1994). 

Results and Discussion 
In the paper by Clark et al. (1994), turbulent-spot trajectories 

were presented for both subsonic and supersonic constant veloc
ity flows. It was found that, over the range of conditions tested 
(0.24 s Mco < 1.86), the spot leading- and trailing-edge frac
tional propagation rates were independent of the local Mach 
number of the flow. The same was true of the spot event-
velocity when normalized by the local freestream speed. Quanti
tatively, the results of that study were in excellent agreement 
with the widely accepted values for spot convection rates in 
incompressible flows reported by Wygnanski et al. (1976). 

Figure 1 is a set of turbulent-spot trajectories in the decelerat
ing flow. Over the streamwise interval represented in the figure, 
the Mach number varies from 0.59 to 0.56 and the acceleration 
parameter, K, varies from 0 to -0.38 X 1 0 ' ' . Leading-edge, 
trailing-edge, and spot event-trajectories are plotted on the fig
ure, and lines of constant fractional propagation rate are drawn 
for comparison. All three trajectories are well represented by 
lines of constant fractional propagation rate. However, it can 
be seen that all three spot celerities are reduced relative to 
accepted zero-pressure-gradient values of C,,, = 0.89, C,j = 0.5, 

H LE (C,,-0.73) 

O S (C,-0.55) 

A IE (C„-0.43) 

Fig. 1 Turbulent-spot leading-edge, trailing-edge, and event trajector
ies (Re„ = 11 X 10° m ' ) 

and Cs = 0.65 (Wgynanski et al., 1976). Each leading- and 
trailing-edge data point plotted on Fig. 1 was determined by 
a statistical analysis of the trajectories of approximately 50 
individual spots, and the uncertainties on the measurements 
were within the boundaries of the symbols used on the plot. 
Again, the spots studied here occurred naturally in the bound
ary-layer transition process on the flat plate. The spots were not 
triggered in any way, and all measurements were made on the 
surface of the plate with thin-film gauges. 

The only results which may be compared with those in Fig. 
1 are due to Gostelow et al. (1993). The authors of that study 
tracked artificially-generated turbulent spots in an approxi
mately-constant adverse pressure gradient at incompressible 
conditions and noted that both the leading- and trailing-edges of 
the spots propagated at constant fractions of the local freestream 
velocity. They used streamwise velocity-perturbation intensities 
to mark the passage of the events at four measuring stations 
and observed a reduction in both the leading- and trailing-edge 
celerities of the spots with respect to established zero-pressure-
gradient values. They provided enough information to enable 
the acceleration parameter to be determined at their first measur
ing station, and K was found to be «= -0.38 X 10"* at that 
location. Although no true surface measurements were obtained 
by Gostelow et al., they reported edge celerities at a distance 
from the wall of approximately Q.lSi (St was defined as the 
thickness of the undisturbed laminar boundary layer at the mea
surement station). At that location, the leading-edge was found 
to have a fractional propagation rate of 0.74, while that of the 
trailing edge was 0.43. The results of Gostelow et al. are in 
excellent agreement with data from the current study despite 
obvious differences between the experiment of Gostelow et al. 
and this one. 

Turbulent-spot spreading angles were also estimated under 
the influence of the decelerating freestream. The spreading 
angles were determined over approximately the same intervals 
for which turbulent-spot trajectories were given above. The re
sults are presented in Fig. 2 as trajectories of the spanwise limit 
of the spot trailing-edge in the streamwise-spanwise (i.e., x-z) 
plane. The trajectory of the lateral edge of the average turbulent 
spot in the x-z plane is depicted for flows with two different 
inlet unit-Reynolds-numbers (Re„). The results are essentially 
coincident, and both have been plotted to extend the distance 
over which the spreading angle is measured. This is necessary 
due to the rapid coalescence of the turbulent spots into a fully 
turbulent boundary layer in this flow situation. Again, the Mach 
number varies from 0.59 to 0.55 over the streamwise interval 
represented in the figure. The spreading angle is increased sig
nificantly over the zero-pressure-gradient value of a » 8.2 deg 
reported by Clark et al. (1994) for a constant velocity flow with 
Moo = 0.55. 

The results plotted in Fig. 2 may also be compared to data 
from the study by Gostelow et al. (1993). They found the 
spreading angle of an artificially-triggered turbulent spot to be 
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Fig. 2 Turbulent-spot trajectory in the x-z plane 

increased dramatically over the accepted incompressible, zero-
pressure-gradient value when the flow was decelerated. They 
studied a flow which could be characterized by the Falkner-
Skan parameter p = -0.052, and used a number of different 
methods to define the lateral boundary of the spot. They con
cluded that the turbulent spot and its attendant wave packets 
spread at a semi-angle of nearly 30 deg with respect to the 
freestream. The turbulent region itself subtended an angle of 
approximately 20 deg with the local freestream velocity vector. 
It is unlikely that the wave packets which travel at the "wing-
tips' ' of the turbulent spot affect the local heat-flux level enough 
to be included in the current analysis: thus the spreading angle 
determined by Gostelow et al. (1993) for the turbulent region 
alone should be compared to the present results. Keeping this 
in mind, there is qualitative agreement between the results of 
the current investigation and those of Gostelow and his co
workers. That is, adverse pressure gradients increase the spread
ing angles of turbulent spots significantly over those typically 
encountered in constant velocity flows. 

The discrepancy between the magnitudes of the spreading 
angles measured by Gostelow et al. (a as 20 deg) and the 
current authors (a » 13 deg) is likely due to the difference 
in compressibility conditions between the two experiments. In 
Gostelow's experiment, the flowstream was incompressible: 
here, the Mach number is w 0.6 over the measurement intervals 
indicated in Figs. 1 and 2. Clark et al. (1994) reported a signifi
cant decrease in spot spreading-angles with Mach number over 
the range 0.24 < M„ s 1.86 in constant velocity flows. At 
Mach 0.55, a was measured at ?» 8.2 deg, and this was a 
significant reduction (26%) relative to that measured at incom
pressible conditions (as 11 deg). Here, the measured spreading 
angle is reduced by 35 percent relative to that measured by 
Gostelow et al. in an adverse pressure gradient at incompressible 
speeds. 
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A new device has been developed for sequential production of 
mm-sized solid spherical shells using liquid-liquid gas systems. 
This device comprises a cylindrical vessel, for containing two 
kinds of immiscible liquids, and a gas injection orifice, set at 
the center of the vessel's bottom. Solid spherical shells are 
successfully and sequentially produced by solidifying rising liq
uid spherical shells, formed sequentially at the horizontal inter
face between two immiscible liquids. 

Introduction 
Solid spherical shells have attracted considerable attention in 

various technological fields, mainly for their applicability. This 
includes their use as lightweight structural materials for space
craft, as functional medicines, as high performance solid fuels, 
as buoyant catalytic agents, as energy storage systems, etc. (Lee 
et al., 1986). Generally, it is difficult to uniformly and sequen
tially produce mm-sized or larger spherical shells in a gravita
tional environment. To date, their production technique has been 
mainly limited to a method using annular nozzles. As for using 
annular nozzles, however, a very large apparatus (13.1 m in 
height), called a drop tower, is needed to solidify molten spheri
cal shells (Kendall, 1986 and Lee et al , 1986). Demand has 
been rising for the development of a new and economical 
method for producing mm-sized solid spherical shells. 

The present paper purposes a new simplified method for se
quential production of mm-sized solid spherical shells, utilizing 
a device based on liquid-liquid gas systems. This device com
prises a cylindrical vessel, for containing two immiscible liq
uids, and a gas injection orifice, equipped at the center of the 
vessel's bottom. Liquid spherical shells are formed sequentially, 
at the horizontal interface between two immiscible liquids, by 
effectively controlUng the gas jet flow rate and by suitably 
selecting the properties of the liquids (Hashimoto and Kawano, 
1989, 1990). Solid sheUs are produced by solidification of liq-
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increased dramatically over the accepted incompressible, zero-
pressure-gradient value when the flow was decelerated. They 
studied a flow which could be characterized by the Falkner-
Skan parameter p = -0.052, and used a number of different 
methods to define the lateral boundary of the spot. They con
cluded that the turbulent spot and its attendant wave packets 
spread at a semi-angle of nearly 30 deg with respect to the 
freestream. The turbulent region itself subtended an angle of 
approximately 20 deg with the local freestream velocity vector. 
It is unlikely that the wave packets which travel at the "wing-
tips' ' of the turbulent spot affect the local heat-flux level enough 
to be included in the current analysis: thus the spreading angle 
determined by Gostelow et al. (1993) for the turbulent region 
alone should be compared to the present results. Keeping this 
in mind, there is qualitative agreement between the results of 
the current investigation and those of Gostelow and his co
workers. That is, adverse pressure gradients increase the spread
ing angles of turbulent spots significantly over those typically 
encountered in constant velocity flows. 

The discrepancy between the magnitudes of the spreading 
angles measured by Gostelow et al. (a as 20 deg) and the 
current authors (a » 13 deg) is likely due to the difference 
in compressibility conditions between the two experiments. In 
Gostelow's experiment, the flowstream was incompressible: 
here, the Mach number is w 0.6 over the measurement intervals 
indicated in Figs. 1 and 2. Clark et al. (1994) reported a signifi
cant decrease in spot spreading-angles with Mach number over 
the range 0.24 < M„ s 1.86 in constant velocity flows. At 
Mach 0.55, a was measured at ?» 8.2 deg, and this was a 
significant reduction (26%) relative to that measured at incom
pressible conditions (as 11 deg). Here, the measured spreading 
angle is reduced by 35 percent relative to that measured by 
Gostelow et al. in an adverse pressure gradient at incompressible 
speeds. 
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Sequential Production of mm-Sized 
Spherical Shells in Liquid-Liquid 
Gas Systems 

Satoyuki Kawano/ Hiroyuki Hashimoto/ 
Akio Ihara/ and Keiji Shin^ 

A new device has been developed for sequential production of 
mm-sized solid spherical shells using liquid-liquid gas systems. 
This device comprises a cylindrical vessel, for containing two 
kinds of immiscible liquids, and a gas injection orifice, set at 
the center of the vessel's bottom. Solid spherical shells are 
successfully and sequentially produced by solidifying rising liq
uid spherical shells, formed sequentially at the horizontal inter
face between two immiscible liquids. 

Introduction 
Solid spherical shells have attracted considerable attention in 

various technological fields, mainly for their applicability. This 
includes their use as lightweight structural materials for space
craft, as functional medicines, as high performance solid fuels, 
as buoyant catalytic agents, as energy storage systems, etc. (Lee 
et al., 1986). Generally, it is difficult to uniformly and sequen
tially produce mm-sized or larger spherical shells in a gravita
tional environment. To date, their production technique has been 
mainly limited to a method using annular nozzles. As for using 
annular nozzles, however, a very large apparatus (13.1 m in 
height), called a drop tower, is needed to solidify molten spheri
cal shells (Kendall, 1986 and Lee et al , 1986). Demand has 
been rising for the development of a new and economical 
method for producing mm-sized solid spherical shells. 

The present paper purposes a new simplified method for se
quential production of mm-sized solid spherical shells, utilizing 
a device based on liquid-liquid gas systems. This device com
prises a cylindrical vessel, for containing two immiscible liq
uids, and a gas injection orifice, equipped at the center of the 
vessel's bottom. Liquid spherical shells are formed sequentially, 
at the horizontal interface between two immiscible liquids, by 
effectively controlUng the gas jet flow rate and by suitably 
selecting the properties of the liquids (Hashimoto and Kawano, 
1989, 1990). Solid sheUs are produced by solidification of liq-
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uid shells moving upward by buoyancy to the surface of the 
upper liquid, through a given temperature distribution. The first 
step for investigating the performance of the present device was 
carrying out experiments using a molten salt HTS (Heat Trans
fer Salt: KNO3 + NaNOj + NaNOj, 44 + 49 -F 7 mol percent)-
turbine oil-air system. It was possible to sequentially produce 
HTS solid spherical shells, diameter of 4.64 ~ 8.39 mm and a 
thickness of 0.06 ~ 0.14 mm. It was also possible to easily 
control the size of the shells by changing the gas flow rate 
through the orifice. Furthermore, solid shells, made of an alloy 
(Sn + Pb -H Bi + In, 12 + 18 -(- 49 + 21 wt percent), and 
agar, were successfully produced using this system. 

Sequential Production Device 

Figure 1 shows a schematic of a device using liquid-liquid 
gas systems, designed for the sequential production of solid 
spherical shells based on previous basic data on buoyancy-
driven motion (Kawano and Hashimoto, 1992) and heat/mass 
transfer characteristics (Hashimoto and Kawano, 1993) of liq
uid shells. The cylindrical vessel, made of stainless steel, is 180 
mm in height, 3 mm in thickness and 180 mm in inner diameter. 
An electric heater is set around the lower part and outside the 
bottom of the cylindrical vessel. The coolant pipe, 8 mm in 
diameter and 5 mm in inner diameter, is set inside at the upper 
part of the cylindrical vessel's wall. Gas from a pump passes 
through a large surge tank, a float-type flowmeter, a conducting 
pipe with an inner diameter of 5 mm and then is injected into 
the lower liquid from an orifice. A thermocouple is set near the 
center of the liquid-liquid interface to maintain the interface at 
a uniform temperature, within ±2 K, by controlling the electric 
heater output. 

Figure 2 shows, as a reference, photographs of the formation 
and the buoyancy-driven motion of a liquid shell in the similar 
device made by transparent acrylic vessel. The lower liquid 
(liquid 1) was a mixture of water and black ink, and the upper 
liquid (liquid 2) was kerosene. The inner diameter 6 of the gas 
(air) injection orifice, the gas flow rate Q through the nozzle, 
and the fluid temperature were 0.5 mm, 0.217 X lO**" m'/s and 
288 K, respectively. The density p and kinematic viscosity v of 
the water-black ink mixture were p = 999 kg/m' and v = 1.22 
X 10^' mVs at 288 K, respectively. In kerosene, p = 825 kg/ 
m ' and v = 2.08 X 10"^ mVs at 288 K, Liquid 1 and liquid 2 
had a height of 10 mm and 250 mm, respectively. From Fig. 
2, the deformation of the liquid shell, just after forr.iation at the 
liquid-liquid interface, is reduced gradually owing to the effect 
of interface tension during the upward motion. The liquid shell 
has a relatively good sphericity compared with the gas bubble. 

as reported by Mercier et al. (1974), although the effect of the 
gravity is important in the case of relatively large shell thick
ness. In Fig. 2, the equivalent diameter of the liquid shell is 
5.66 mm and the equivalent shell thickness is 0.46 mm. The 
drop Reynolds number, based on the shell diameter, the terminal 
velocity, and the outer liquid kinematic viscosity, is 100 in 
order. 

In liquid-liquid gas systems, the formation mechanism of 
liquid shells and the method of theoretical prediction of the 
diameter were already studied by the authors (Hashimoto and 
Kawano, 1989, 1990 and Kawano et al., 1993). 

Experimental Results on HTS 

Experimental Conditions. HTS was used as the material 
of solid spherical shells, i.e., as liquid 1 in the cylindrical vessel. 
The HTS used here had a relatively low melting temperature 
(415 K); its other physical properties were those well known. 
HTS is favorable for visual observation of solidification because 
it is transparent in the liquid phase and white in the solid phase. 
Turbine oil (ISO VG32), immiscible with HTS and stable at 
relatively high temperatures, was used as the upper liquid (liq
uid 2) . In HTS, p = 1976 kg/m^ and v = 8.73 X 10-« m' /s 
at 420 K. In turbine oil, p = 787 kg/m' and v = 3.80 X 10"* 
m^/s at 393 K. Liquid 1 and liquid 2 were set to be 15 mm and 
135 mm in height, respectively. The outlet position of the orifice 
was set just below 7 mm from the liquid-liquid interface. Three 
different gas (air) injection orifices (inner diameter 6 = 0.3, 
0.5 and 0.8 mm) were used. The volumetric flow rate Q through 
the orifice was changed within the range of 0.350 X lO"** ~ 
2.58 X 10- '^mVsat294K. 

The required temperature T, at the liquid-liquid interface was 
set at 423 K and the temperature T^ of the coolant was set at 
294 K. The flow rate Qc of the coolant was set at 6.81 X 10""̂  
mVs. We measured the temperature distribution along the center 
axis of the cylindrical vessel by a thermocouple without gas 
injection. Although complex and unsteady convection could be 
expected in the present system, we could maintain the inverse 
temperature gradient. 

Geometrical Form of Solid Spherical Shells. Figure 3 
shows a photograph of the solid spherical shells produced under 
conditions of 6 = 0.3 mm and Q = 1.50 X 10"** mVs. In Fig. 
3, the lower solid shell has been intentionally broken to allow 
observance of the solid spherical shell thickness. These solid 
shells are collected by a stainless wire net at the upper surface. 
It can be confirmed experimentally that the solid shells are 
of sufficiently spherical shape and with uniformly thin shell 
thickness. 

The solid spherical shells were found to be spheres or oblate 
spheroids. Therefore, the equivalent diameter do of a solid 
spherical shell is estimated by do = (^? ' ^z) ' " . where d^ and 
rfj are the horizontal and vertical diameters of a solid spherical 
shell, respectively (drZ d^). The dr and d^ were measured from 
more than 50 photographs by a film motion analyzer, which 
was a film projector with function of digitizing the coordinates. 
Figure 4 shows the size frequency distribution of solid spherical 
shells. It can be found that the size of solid shell has an approxi
mately logarithmic probability distribution. This result corre
sponds to the fact that the size of the gas bubble produced from 
the single orifice and that of the liquid shell produced in liquid-
liquid gas systems have similar logarithmic probability distribu
tions (Hashimoto and Kawano, 1989). 

Figure 5 shows the relationship between the logarithmic geo
metric mean diameter do and Q for various 6. The do increases 
along an increase in Q and S, i.e. it can be said that do increases 
as the total inertia force of the bubble flow from the orifice 
increase^. The do increases linearly with Q. In the present exper
iment, do could be varied widely, meaning that the production 
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Fig. 4 Size frequency distribution of HTS solid spherical shells (Uncer
tainty in do = ±0.438 mm at 20:1 odds) 

device developed here has the advantage that do can be easily 
controlled. 

The deformation ratio e(= dr/d^) was calculated. Figure 6 
shows the representative relationship between e and Q at 6 = 
0.5 mm. The value of e is in the range of e = 1.05 ~ 1.12 for 
various S. The value of e increases slightly and linearly along 
an increase in Q and that e is not depend strongly on 6. The 
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Fig. 5 Mean diameter of HTS solid spherical shells (Uncertainty in Q •• 
±0.258 X 10"° m'/s and In do = ±1.25 mm at 20:1 odds) 
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Fig. 6 Deformation ratio of HTS solid spherical shells (Uncertainty in Q 
= ±0.258 X 1 0 " mVs and In e = ±0.0813 at 20:1 odds) 

sphericity of the soUd shell was better than that of the gas 
bubble because the liquid shell could not be deformed as the 
gas bubble, owing to the small interface mobility (Mercier et 
al , 1974). The sphericity of the HTS solid shell was also better 
than that of the black ink liquid shell, produced in black ink-
kerosene-air system (Kawano and Hashimoto, 1992), and than 
that of the liquid shell shown in Fig. 2. One of the reasons for 
this may be the smaller drop Reynolds number of the HTS 
liquid shell due to the larger v of turbine oil. 

The shell thickness ^ was measured by a microscope. The 
mean value of ^ was determined from more than 50 solid spheri
cal shells. The shell thickness was confirmed to be almost uni-
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form at any point of shell. Figure 7 shows the representative 
relationship between £, and Q at 6 = 0.5 mm. The value of ^ 
is in the range of ^ = 0.06 ~ 0.14 mm for various S. It is found 
that the mean value of ^ slightly and linearly increases along 
an increase in Q and that ^ is not depend strongly on 6. The 
value of ^ was much smaller than the our previously reported 
value of ^, which was 0.41 mm in the case of do = 4.82 mm 
in the black ink-kerosene-air system (Hashimoto and Kawano, 
1989), and than that in the case shown in Fig. 2. Because of 
larger p of molten HTS, the value of ^ must be small for the 
upward motion of the liquid shell. Here, the valueof ^ in the 
annular nozzle was in the range of 0.05 Jo ~ 0.1 do (Kendall, 
1986). 

Production^ Frequency. Figure 8 shows the relationship 
between production frequency / and Q for various 6. It can be 
seen that the value of /increases along an increase in Q in the 
range of small Q, reaches a maximum and then decreases along 
an increase in Q in the range of large Q. The production pattern 
of the liquid shell should be stable in the range of small Q 
because the liquid shells are small and stable. However, the 
production pattern becomes unstable in the range of large Q, 
that is, it may increase the possibility of realization that the 
rising gas bubbles pass through the liquid-liquid interface with
out production of liquid shells. This causes the rapid decrease 
of/. This tendency is promoted by increasing the total inertia 
force of bubble flow from the orifice, however, an increase of 
/ may be possible by a selection of some liquids with more 
suitable properties (Hashimoto and Kawano, 1990). In the pres
ent experiment, the maximum / w a s about 5, a much smaller 
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Fig. 8 Production frequency of H7S solid spherical shells (Uncertainty 
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Fig. 9 Photograph of alloy (Sn + Pb + Bi + In, 12 + 18 + 49 + 21 wt 
percent) solid spherical shells 

value than / = 24 in the previous experiment of the black ink-
kerosene-air system at 5 = 0.4 mm and Q = 1.13 X 10~* m'/ 
s (Hashimoto and Kawano, 1989). The reason for this is that 
the V of HTS and turbine oil are larger than those of black ink 
and kerosene. Therefore, the fluid motion during the production 
of liquid shell in the HTS-turbine oil-air system becomes slow. 
Furthermore, in the HTS-turbine oil-air system, the value of ^ 
is very small, so that badly deformed shells are easily broken 
during the upward motion. This result corresponds to the experi
mental fact that HTS solid shells are of nearly spherical shape. 

Experimental Results on Other Materials 
An alloy (Sn + Pb -I- Bi 4- In, 12 -F 18 -(- 49 -h 21 wt 

percent), which was called solder, was tested considering the 
fact that metallic spherical shells were useful in lightweight 
structural materials and buoyant catalytic agents. Figure 9 shows 
solid spherical shells rnade of an alloy. They were produced in 
an alloy-glycerine-air system at 5 = 1.0 mm and Q = 14.5 X 
10"* mVs. The temperatures T, and T̂  were 353 K and 328 
K, respectively. In Fig. 9, the lower metallic shell has been 
intentionally broken to observe the thickness of the shell. Metal
lic shells have a high surface tension and can easily attain a 
spherical shape. The do was 15.5 mm and (, was 0.10 mm. 

Agar, a type of hemicellulose, was also used, considering its 
applications in functional foods and unique culture mediums in 
biology. Figure 10 shows solid spherical shells made of agar. 

0 10 20 30 40 mm 

Fig. 10 Photograph of agar solid spherical shells 
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They were produced in an agar-silicone oil-air system at 6 = 
0,3 mm and Q = 1.88 X 10"' mVs. The temperatures T, and 
Tc were 333 K and 303 K, respectively. In Fig. 10, the lower 
agar shell has been intentionally broken to observe the thickness 
of the shell. The molten agar shell was able to solidified at 
relatively low temperature range but the solidification took a 
long time. The da was 4.42 mm and f was 0.18 mm. 

Concluding Discussions 
The present value of / i s smaller than that in the device using 

annular nozzles (Kendall, 1986). Also, liquid shell production 
in liquid-liquid gas systems depends on the physical properties 
of the liquids and the characteristics of the gas flow in the lower 
liquid (e,g,, Hashimoto and Kawano, 1990). However, the solid 
shells produced here are of sufficiently spherical shape and have 
a uniform shell thickness. The diameter of solid spherical shells 
can be easily controlled. By effectively selecting the upper liq
uid, the flow characteristics of the liquid shells, such as the 
upward velocity or the oscillations of the liquid shell interfaces, 
may be easily controlled as well. As the present device solidifies 
the liquid shell by cooled liquid, selecting a suitable cooling 
system enables a simple and cost efficient spherical shell pro
duction. The main advantage of the mm-sized spherical shell 
production device proposed here is its simple structure. 
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Similarity Solution for a Turbulent 
Round Jet 
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Ca = turbulence model parameter 

Nomenclature 
Cfj, = turbulence model parameter 
Cci = turbulence model parameter 
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I Introduction 

Turbulent round jets are encountered in a variety of forms in 
engineering and natural systems. Examples include flows inside 
combustors, chemical mixing processes, and water purification 
systems. Experimental results on round jets by Abramovich 
(1963) and Wygnanski and Fiedler (1969), and Kumar et al. 
(1989) have shown that the round (axisymmetric) jet is self-
similar. The experimental data of Abramovich (1963) and List 
(1982) showed that, when the shear stress and the longitudinal 
turbulence intensity across the jet axis are scaled by the mean 
axial velocity, self-similarity is observed at x/d a 8. The feature 
of self-similarity in other shear and boundary layer flows has 
been explained by Townsend (1976) as being the manifestation 
of the principle of "moving equilibrium." A recent study by 
George (1989) links the self-similarity feature to conditions of 
the jet source. More recent experimental work by Hussein et 
al. (1994), supports the self-similarity feature of the turbulent 
jet. The same authors attribute the apparent discrepancy between 
their experimental results and those of Wygnanski and Fiedler 
(1969) to the differences in the type of jet produced: they assert 
that Wygnanski and Fiedler used a partly confined jet with 
significant return flow, while their jet was completely free. 

Among the similarity solutions, Wollmers and Rotta (1977) 
used the self-preserving property of a turbulent jet and devel
oped a k-kl model to solve the turbulence closure problem. So 
(1986) obtained similarity solutions for a round jet by assuming 
a velocity profile in the form of a gaussian error function. This 
assumption is very restrictive because it does not allow the 
shape of the velocity profile to evolve from the governing equa
tions, but compels them to accommodate the assumed velocity 
profile. Paullay et al. (1985) used the principle of "moving 
equilibrium," to derive a similarity solution for plane and radial 
jets. Their solution is not general enough to include the round 
axisymmetric jets, which are most commonly met in engi
neering practice, because the governing equations used are not 
applicable to round jets. 

We followed essentially the method by Paullay et al. (1985) 
and derived a similarity solution for the turbulent, axisymmetric 
round jet, without using any assumptions about the shape of 
the velocity profile. In this short paper, we present the results 
of calculations based on our similarity solution and compare 
these results with experimental data and 2-D numerical compu-
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They were produced in an agar-silicone oil-air system at 6 = 
0,3 mm and Q = 1.88 X 10"' mVs. The temperatures T, and 
Tc were 333 K and 303 K, respectively. In Fig. 10, the lower 
agar shell has been intentionally broken to observe the thickness 
of the shell. The molten agar shell was able to solidified at 
relatively low temperature range but the solidification took a 
long time. The da was 4.42 mm and f was 0.18 mm. 

Concluding Discussions 
The present value of / i s smaller than that in the device using 

annular nozzles (Kendall, 1986). Also, liquid shell production 
in liquid-liquid gas systems depends on the physical properties 
of the liquids and the characteristics of the gas flow in the lower 
liquid (e,g,, Hashimoto and Kawano, 1990). However, the solid 
shells produced here are of sufficiently spherical shape and have 
a uniform shell thickness. The diameter of solid spherical shells 
can be easily controlled. By effectively selecting the upper liq
uid, the flow characteristics of the liquid shells, such as the 
upward velocity or the oscillations of the liquid shell interfaces, 
may be easily controlled as well. As the present device solidifies 
the liquid shell by cooled liquid, selecting a suitable cooling 
system enables a simple and cost efficient spherical shell pro
duction. The main advantage of the mm-sized spherical shell 
production device proposed here is its simple structure. 
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Cfj, = turbulence model parameter 
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I Introduction 

Turbulent round jets are encountered in a variety of forms in 
engineering and natural systems. Examples include flows inside 
combustors, chemical mixing processes, and water purification 
systems. Experimental results on round jets by Abramovich 
(1963) and Wygnanski and Fiedler (1969), and Kumar et al. 
(1989) have shown that the round (axisymmetric) jet is self-
similar. The experimental data of Abramovich (1963) and List 
(1982) showed that, when the shear stress and the longitudinal 
turbulence intensity across the jet axis are scaled by the mean 
axial velocity, self-similarity is observed at x/d a 8. The feature 
of self-similarity in other shear and boundary layer flows has 
been explained by Townsend (1976) as being the manifestation 
of the principle of "moving equilibrium." A recent study by 
George (1989) links the self-similarity feature to conditions of 
the jet source. More recent experimental work by Hussein et 
al. (1994), supports the self-similarity feature of the turbulent 
jet. The same authors attribute the apparent discrepancy between 
their experimental results and those of Wygnanski and Fiedler 
(1969) to the differences in the type of jet produced: they assert 
that Wygnanski and Fiedler used a partly confined jet with 
significant return flow, while their jet was completely free. 

Among the similarity solutions, Wollmers and Rotta (1977) 
used the self-preserving property of a turbulent jet and devel
oped a k-kl model to solve the turbulence closure problem. So 
(1986) obtained similarity solutions for a round jet by assuming 
a velocity profile in the form of a gaussian error function. This 
assumption is very restrictive because it does not allow the 
shape of the velocity profile to evolve from the governing equa
tions, but compels them to accommodate the assumed velocity 
profile. Paullay et al. (1985) used the principle of "moving 
equilibrium," to derive a similarity solution for plane and radial 
jets. Their solution is not general enough to include the round 
axisymmetric jets, which are most commonly met in engi
neering practice, because the governing equations used are not 
applicable to round jets. 

We followed essentially the method by Paullay et al. (1985) 
and derived a similarity solution for the turbulent, axisymmetric 
round jet, without using any assumptions about the shape of 
the velocity profile. In this short paper, we present the results 
of calculations based on our similarity solution and compare 
these results with experimental data and 2-D numerical compu-
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tations obtained with a commercial package. The agreement of 
the results and experiments shows that the similarity solution 
yields accurate results. 

II The Governing Equations of a Turbulent Round Jet. 
The jet is assumed to be axisymmetric and vertical, ensuing 
into a stagnant fluid of the same density. The experimental data 
by List (1982) suggest that there is a virtual origin (pole) of 
the jet, which is taken to be the origin of the coordinate system. 
The flow field is divided into two regions: The first is the near-
jet region (x < Sd) where ring vortices have been experimen
tally observed and the turbulence structure deviates substantially 
from a Gaussian distribution as shown by Townsend (1976). 
He asserted that the mean flow in this region is not self-similar. 
The second region is downstream of the near-jet region (x > 
&d) where the mean flow is self-similar. In this region, the 
turbulence fluctuations of the velocity components are aniso
tropic, with Gaussian distributions. 

The mass and momentum conservation equations for an in
compressible axisymmetric jet are as follows; 

d{ur) _^ d(vr) ^ ^ 

and 

dx 

du du 
u h u — 

dx or 

dr 

r dr 
du 

(1) 

(2) 

where u and v are the velocities in the longitudinal and radial 
directions, respectively. The eddy viscosity, u,, is much higher 
than the kinematic viscosity of the fluid, v. 

The equations for the kinetic energy and dissipation rate (k-
e model) are as follows in the cylindrical coordinates: 

dk dk \ d ( dk\ „ 
M hi) — = v,r — ] + P — e 

dx dr fftr dr \ drj 

(3) 

and 

de de I d 
u — + V — = — 

dx dr a^r dr 
v,r 

de 

dr 
+ -{C,,P- C,2e) (4) 

k 

where k and e are the turbulent kinetic energy and the dissipation 
rate, respectively. The rate of turbulent kinetic energy produc
tion, P , and the eddy viscosity, v,, are given by the usual closure 
equations. 

The boundary conditions for this set of equations are: At the 
symmetry axis (r = 0) , 

du dk de 

dr dr dr 

and at the jet edge (r = r,,), 

u = k = e = Q. 

= u = 0 (5) 

(6) 

Following the usual method of obtaining similarity solutions 
for jets, we introduce a dimensionless stream function, F: 

^{x, 77) = C^Ua{x)x^F{ri) 

with the similarity variable, 77, defined as: 

r 

(7) 

(8) 

The axial and radial velocities, u and v, are obtained from the 
derivatives of the stream function and the axial centerline veloc
ity is calculated from the momentum conservation condition: 

Uo(x) = "00 

(8C,y''{x/D) 
/ : 

[F'(.v)r 
(9) 

dr] 

The kinetic energy and the rate of dissipation functions yield 
the following dimensionless functions, Giij) and H{rj): 

ul 
= G{r,) 

and 

Mo 

(10) 

(11) 

When the equations obtained from the similarity condition 
are substituted in the governing and closure equations, we obtain 
the following set for the self-similar axisymmetric jet: 

FF' + — [riF" - F ' ] = 0, 
H 

(12) 

2F'G + FC + 
Ok 

V-G' 

+ r [rj^F"^ + F'^ - 2F'F"r}] - rjH = 0, (13) 
Hr] 

and 

4F'H + FH' + 7 7 ^ / / ' 

Grj' H 
(77'F"' - 277F"F' + f ) 

0 

where the prime ( ') denotes derivatives with respect to the 
similarity variable 77. The continuity equation is redundant in 
this set, because it is automatically satisfied by the choice of 
the stream function, ^ . The boundary conditions at the axis of 
symmetry and the jet edge are: 

and 

F(0) = G'(0) = i? ' (0) = F ' ( 0 ) = 0 (15) 

G(7?J =//(77,) = 0, (16) 

respectively. 
A glance at equations 12 through 16 of the axisymmetric jet, 

proves that they are markedly different than the corresponding 
equations of the radial and plane jets, which were derived by 
Paullay et al. (1985). It also proves that these equations are 
coupled and highly nonlinear. This causes stability problems in 
their numerical solution. In addition, the value of 77̂  is unknown 
and needs to be determined by iteration, a task which further 
complicates the problem. These difficulties are avoided by mak
ing use of another transformation, which introduces a new de
pendent variable, U, and a new independent variable, ^, as 
follows: 

U = F, 
H 

and 

G^77 

dri_G^ 
d^" H ^' 

(17) 

(18) 
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Fig. 1 Radial distribution of axial velocity, UIUQ, obtained with the stan
dard turbulence model 

In this case, the subscript ^ denotes an ordinary derivative with 
respect to this variable. 

The boundary condition for Eq. (18) is chosen so that the 77 
to ^ transformation maps ?/ = 0, the symmetry axis, onto ^ = 
0. The governing equations of momentum, turbulent kinetic 
energy and turbulent dissipation function are, hence, reduced 
to the following set, which is simpler and more convenient to 
solve numerically: 

FU + Ue- U— = Q, 

2GF, + FGf + ̂ + , ElHl _ M!? = 0, 

and 

4F(H + FH( + 
H,, H 

G^CaV ] ' 

(19) 

(20) 

0. (21) 

of the jet. The results of the Fluent code, show better agreement 
with the sets of data. 

Since it is known that the k-e model with the standard set of 
model constants does not agree well with the experimental data, 
we have modified the model constants. By relating our results 
to the data for the confined jet (Wygnanski and Fiedler, 1969), 
we obtained results for what will be called similarity solution 
I; and by comparing with the data of the free jet (Hussein et 
al., 1994) we obtained the results of similarity solution II. The 
model constants used for the similarity solution I are: 

C^ = 0.09, C,i = 1.45, C,2 = 1.84, 

0-* 1.16, a, = 0.79 

and for similarity solution II: 

C^ = 0.09, C„ = 1.45, Ca = 1.84, 

at = 0.849, a, = 0.775 

(24) 

(25) 

Because the Fluent code consumes a considerable amount of 
CPU time, it was impossible to perform optimization studies 
with it, and obtain the model constants, which best agree with 
the data. For this reason, we used the same constants as with 
the similarity solution II. Because of this, one should not draw 
conclusions about the relative merits of the numerical versus 
the similarity solutions. In the figures that follow, we present 
the Fluent code results for reference only. 

The profile of the dimensionless axial velocity u/uo, with the 
optimized model constants, is depicted in Fig. 2. As expected, 
the results of the similarity solutions compare well with the 
experimental data of Wygnanski and Fiedler as well as those 
of Hussein et al. (1994). Similarity Solution I deviates from 
the data far from the centerline (further than r/x = 0.1). We 
believe that this is due to the difference of the turbulence struc
ture and the inability of the k-e model to simulate eddies of 
markedly different sizes with one set of parameters. Similarity 
solution II offers better agreement with the longitudinal velocity 
data at r/x > 0.1. 

Figure 3 shows the dimensionless radial velocity, v/ug. It is 
obvious that the similarity solution I agrees with the experimen
tal data of Wygnanski and Fiedler for radial distances r/x less 
than 0.10. The similarity solution II compares better with the 

The double subscript ^ denotes the second ordinary derivative 
with respect to ^. The transformed boundary conditions for the 
symmetry axis ^ = 0 are: 

F(0) = Gf{0) = Hf(0) = U{0) = 0 (22) 

and for the jet edge, which is now transformed to ̂  = <»: 

G(oo) = HM = 0 (23) 

III Results 

The advantage of the last transformation (Eqs. (17) and 
(18)) is that the velocity function U is not multiplied by its 
derivatives and the jet edge is mapped onto a line at infinity. 
The transformation renders the system less nonlinear and more 
robust. We easily solved the system of the resulting equations, 
by using a Runge-Kutta fourth-order numerical scheme and the 
standard parameters of the k-e model: Q = 0.09, C^i = 1.44, 
Ce2 = 1.92, aic = 1.0, and a^ = 1.3. In this case, the results of 
the similarity solution for the dimensionless axial velocity are 
shown in Fig. 1, together with the experimental data of Wygnan
ski and Fiedler, 1969 and Hussein et al., 1994. Also depicted 
is a numerical solution obtained from a commercial CFD code 
(Fluent, version 4.2). It is obvious, that the similarity solution 
with the standard turbulence constants, overestimates the width 

ooooo Wygnanski and Fiedler (1969) 
ooooo Hussein, Capp and George (1994) 

Similar i ty Solution I 
- — Similar i ty Solution 11 

Numerical Solution at x / d = 4 0 

I I 1 I I I 
0.05 

I { I I I I I I I I I 1 I I I I I I I I I I I 
0.10 0.15 0.20 

Radial Distance, r/x 
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0.25 

Fig. 2 Radial distribution of axial velocity, U/UQ, obtained with the opti
mized turbulence model 
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Fig. 4 Radial distribution of turbulent shear stress, u'v'lul, obtained 
with the optimized turbulence model 

data of Hussein et al., 1994, up to rlx = 0.18. At the edge of 
the jet, the results are mixed and any agreement with the similar
ity or the numerical solutions appears to be coincidental. 

The radial profiles of the turbulent shear stress are shown in 
Fig. 4. The shear stress results of similarity solution I show a 
close agreement to the experimental data of Wygnanski and 
Fiedler at the core of the jet as well as in the far field, up to a 
radial distance rlx = 0.2. The similarity solution II agrees better 
with the experimental data of Hussein et al. (1994). 

IV Conclusions 
A similarity method has been developed to transform the 

partial differential equations of a round axisymmetric jet onto 
ordinary differential equations. The k-e turbulence model equa
tions are also transformed. The results obtained from the opti
mized similarity solutions agree well with available experimen
tal data of the velocity and the shear stress profiles. 
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Reynolds Ridge 
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Introduction 
The Reynolds ridge is a well-known phenomenon first ob

served in 1854 by Henry David Thoreau. It was then rediscov
ered by Langton in 1872, but Reynolds was the first to recognize 
that the surface tension difference was the physical mechanism 
behind its formation and saw the equality between the case of 
a spreading film and that of a stagnant film met by oncoming 
flow. However, it wasn't until McCutchen in 1970 that the 
prediction of a boundary layer forming beneath the film was 
introduced as the cause of the surface deformation rise ahead 
of the film due to the retardation of the flow. The first quantita
tive theory of the ridge was formed by Harper and Dixon 
(1974), who stated that the surface tension gradient balances 
the viscous shear stress generated in the boundary layer. Experi
mental studies of the ridge so far include Schlieren visualiza
tions by Sellin (1968) as well as by Scott (1982) who measured 
the surface slope across the ridge and found good comparisons 
between the theoretical results of Harper and Dixon. Finally, it 
was Scott who recognized that even at very low levels of surface 
contamination the Reynolds ridge is found to exist. 

The more recent interest in the study of the Reynolds ridge is 
its application to studying flows on the ocean surface. Naturally 
occurring soluble and insoluble surfactants abound on the ocean 
surface. Thus, a study of the effect of surfactant gradients and 
the consequent production of vorticity in the vicinity of a Rey
nolds ridge, can provide insight into the overall understanding 
of the air/water interface of the ocean surface. 

' Graduate Aeronautical Laboratories, California Institute of Technology, Pasa
dena, CA 91125. 

^ Section WOO ESA-ESTEC, Postbus 299 Keplerlan 1 NL-2200 AG, Noord-
wijk, Netherlands. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS . Manuscript received by the Fluids Engineering Division 
September 12, 1995; revised manuscript received April 16, 1996. Associate Tech
nical Editor: D. P. Telionis. 

Journal of Fluids Engineering SEPTEMBER 1996, Vol. 1 1 8 / 6 2 1 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ooooo Wygnanski and Fiedler (1969) 
— Similarity Solution I 

- — Similarity Solution II 
Standard SImilorlty Solution 
Numerical Solution at x/d=40 
Standard Numerical solution at x/d=40 

Fig. 3 
model 

Radial velocity, v/uo, obtained with tlie optimized turbulence 

References 
Abramovich, G. N., 1963, The Theory of Turbulent Jets, MIT Press, Cambridge 

MA. 
George, W. K., 1989, "The Self-Preservation of Turbulent Flows and its Rela

tion to Initial Conditions and Coherent Structures," Advances in Turbulence, 
W. K. George and R.E.A. Amdt, eds.. Hemisphere, pp. 39-72. 

Hussein J. H., Capp, S. P., and George, W. K., 1994, "Velocity Measurements 
in a High-Reynolds-Number, Momentum Conserving, Axisymmetric, Turbulent 
Jet," Journal of Fluid Mechanics, Vol. 258, pp. 31-75. 

Kumar, S., Nildtopoulos, D. N., and Michaelides, E. E., 1989, "The Effect of 
Bubbles on the Turbulence of a Liquid Jet," Experiments in Fluids, Vol. 7, pp. 
484-492. 

List, E. J,, 1982, Mechanics of Turbulent Buoyant Jets and Plumes in Turbulent 
buoyant Jets and Plumes, W. Rodi, ed., Pergamon Press, Oxford. 

PauUay, A. J., Melnik, R. E., Rubel, A., Rudman, S., and Siclari, M. J., 1985, 
"Similarity Solution for Plane and Radial Jets Using a k-e Turbulent Model," 
ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 107, pp. 79-85. 

So, R. M. C , 1986, "On Similarity Solutions for Turbulent and Heated Round 
Jets," ZAMP, Vol. 37, pp. 625-631. 

Townsend, A. A., 1976, The Structure of Turbulent Shear Flow, Cambridge 
Univ. Press. 

WoUmers, H. and Rotta, J. C , 1977, "Similar Solutions of the Mean Velocity, 
Turbulent Energy and Length Scale Equations," AIAA Journal, Vol. 15, No. 5, 
pp. 714-720. 

Wygnanski, I. and Fiedler, H. E., 1969, "Some Measurements in the Self-
Preserving Jet," Journal of Fluid Mechanics, Vol. 38, pp. 577-612. 

ooooo Wygnanski and Fiedler (1969) 
• QQDD Hussein, Capp and George (1994) 

Similarity Solution I 
- — Similarity Solution II 
- — Standard Similarity Solution 

Numerical Solution at x/d=40 
Standard Nurriarlcal Solution at x/d=40 

^ 0.005 -

0.15 
Radial Distance^ r / x 

Fig. 4 Radial distribution of turbulent shear stress, u'v'lul, obtained 
with the optimized turbulence model 

data of Hussein et al., 1994, up to rlx = 0.18. At the edge of 
the jet, the results are mixed and any agreement with the similar
ity or the numerical solutions appears to be coincidental. 

The radial profiles of the turbulent shear stress are shown in 
Fig. 4. The shear stress results of similarity solution I show a 
close agreement to the experimental data of Wygnanski and 
Fiedler at the core of the jet as well as in the far field, up to a 
radial distance rlx = 0.2. The similarity solution II agrees better 
with the experimental data of Hussein et al. (1994). 

IV Conclusions 
A similarity method has been developed to transform the 

partial differential equations of a round axisymmetric jet onto 
ordinary differential equations. The k-e turbulence model equa
tions are also transformed. The results obtained from the opti
mized similarity solutions agree well with available experimen
tal data of the velocity and the shear stress profiles. 
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Introduction 
The Reynolds ridge is a well-known phenomenon first ob

served in 1854 by Henry David Thoreau. It was then rediscov
ered by Langton in 1872, but Reynolds was the first to recognize 
that the surface tension difference was the physical mechanism 
behind its formation and saw the equality between the case of 
a spreading film and that of a stagnant film met by oncoming 
flow. However, it wasn't until McCutchen in 1970 that the 
prediction of a boundary layer forming beneath the film was 
introduced as the cause of the surface deformation rise ahead 
of the film due to the retardation of the flow. The first quantita
tive theory of the ridge was formed by Harper and Dixon 
(1974), who stated that the surface tension gradient balances 
the viscous shear stress generated in the boundary layer. Experi
mental studies of the ridge so far include Schlieren visualiza
tions by Sellin (1968) as well as by Scott (1982) who measured 
the surface slope across the ridge and found good comparisons 
between the theoretical results of Harper and Dixon. Finally, it 
was Scott who recognized that even at very low levels of surface 
contamination the Reynolds ridge is found to exist. 

The more recent interest in the study of the Reynolds ridge is 
its application to studying flows on the ocean surface. Naturally 
occurring soluble and insoluble surfactants abound on the ocean 
surface. Thus, a study of the effect of surfactant gradients and 
the consequent production of vorticity in the vicinity of a Rey
nolds ridge, can provide insight into the overall understanding 
of the air/water interface of the ocean surface. 
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surfactant monolayer 

laminar boundary layer 

Fig. 1 Flow schematic near a Reynolds ridge 

Theory 
The equation for surface parallel vorticity, as derived from 

Lugt (1987, 1988), Lundgren (1988), and shown by Gharib 
and Weigand (1995), in a two-dimensional curvilinear coordi
nate system is: 

fx H ds R ds 
(1) 

where s is the surface tangential coordinate, r is the. surface 
normal coordinate, z is the coordinate normal to the two dimen
sional plane defined by r and s, R is the radius of curvature of 
the free surface, a is the surface tension, and the shear force 
due to air is included but most often assumed negligible. From 
this equation it is obvious that the surface tension gradient plays 
an important role in the boundary condition at an interface. It 
will be shown how this boundary condition results in a vorticity 
flux at the free surface. 

So far, as stated above, it is understood that the physical 
mechanism for the free surface elevation at the leading edge of 
a surfactant monolayer is due to the retardation of flow within 
the boundary layer beneath the film, However, this deceleration 
of the flow ahead of the film, due to the presence of a surface 
tension gradient, provides a source of vorticity at the free sur
face. For the case experimentally tested, the Reynolds ridge is 
stationary in front of a stagnant film met by oncoming flow 
(see Fig. 1). (Note in Fig. 1 x andy are defined as the surface 
parallel and normal coordinates respectively to correspond with 
the presentation of the results.) For this steady-state case, where 
the normal component of velocity at the free surface is inher
ently zero and the pressure at the free surface is constant, the 
equation for the vorticity flux at a free surface as derived by 
Rood (1995) and Gharib (1992) simplifies to: 

dr ds 
(2) 

such that 6 is the angle between the free surface and g, the 
direction of gravity. Thus a positive value of the right hand side 
implies a positive flux of positive vorticity into the flow at the 
free surface. Also, for this case, it is obvious that the vorticity 
flux at the free surface can be attributed to two sources: (1) the 
deceleration of the flow at the free surface and (2) the local 
slope of the free surface due to a change of 6 from ninety 
degrees. Thus, experimentally measuring these quantities will 
indicate the dominating source of vorticity generated at the free 
surface in the presence of a Reynolds ridge. 

Experimental Setup 

A small free surface water tunnel with a 4 in. X 4 in. X 12-
in. long test section, as shown in Fig. 2, was constructed to 
provide the formation of a Reynolds ridge for experimental 
study. For the results presented. Sodium Dodecyl Sulfate 
(SDS), a soluble surfactant, was used as a surface contaminant 
to form the surfactant monolayer behind the Reynolds ridge. 
First, the surface slope was measured using a new technique 
developed by Roesgen (1996). In short, it involves measuring 
the displacement of collimated light, as it travels from below 
the free surface, through the use of an array of microlenses. By 

traverse supporting 
surface dam and surface slope 
measurement device screens & lioneycomb 

perforated plates 

1/3 horsepower pump 

Fig. 2 Experimental setup 

imaging the focal plane of the lenslet array and measuring the 
displacement of the focal points, one can measure the slope of 
the free surface at each focal point. Simultaneously, a separate 
experiment was performed to acquire the Digital Particle Image 
Velocimetry (DPIV) images of the flow. A CCD camera was 
set up focusing on a small region of 0.5 cm X 0.3 cm. An 
argon-ion laser sheet was then shuttered with the camera signal 
to provide two instantaneous digital images with a known time 
difference between them. These images were then processed 
using the DPIV technique as presented by Willert and Gharib 
(1991) to provide velocity and vorticity fields of the flow. 

Results 
First, the free surface slope across the Reynolds ridge was 

measured. Figure 3, displays the data integrated to show the free 
surface deformation or height profile. This data is found to agree 
qualitatively with the slope profiles measured by Scott (1982). 
The velocity field in the vicinity of a Reynolds ridge, displaying 
the boundary layer beneath the surfactant film, for a free stream 
flow of 12 cm/s is shown in Fig. 4. (Note that the free surface 
is located at the top edge of the plots in both Figs. 4 and 6.) 
Extrapolated from this data, velocity profiles within the bound
ary layer at various downstream distances are presented in Fig
ure 5. Notice the slight increase in steepness of the slope of the 

0.2 0.4 0.6 
X -cm 

Fig. 3 Free surface height profile integrated from the slope measure
ment (measurement error <5 percent) 
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Fig. 4 Velocity field In the vicinity of a Reynolds ridge (measurement 
error <5 percent) 

Fig. 7 Velocity and deceleration term (from Eq. (2)) profiles at tlie free 
surface (measurement error <5 percent) 
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Fig. 5 Boundary layer profiles at various downstream distances (mea
surement error <5 percent) 
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Fig. 6 Vorticity field in the vicinity of a Reynolds ridge (measurement 
error <10 percent) 

profile near the free surface farther downstream. Other data 
obtained shows this trend to continue farther downstream of the 
ridge. In addition, the vorticity field calculated from the velocity 
data is shown in Fig. 6. Also extracted from the velocity data 
was the velocity profile along the free surface as shown in Fig. 

7. From this, the deceleration term of Eq. (2) was calculated 
and is also presented in Fig. 7. The large fluctuation in the 
deceleration term upstream of the boundary layer is caused by 
to small fluctuations in the high velocity in this region. Still, 
one can see the large vorticity flux that occurs at the free surface 
because of the drastic drop in velocity that occurs on the ridge. 
Note how the flow initially decelerates ahead of the boundary 
layer but the peak in vorticity flux corresponds exactly to the 
point where the boundary layer begins. 

Conclusions 
From the above resuhs, the magnitudes of the two terms in 

Eq. (2) may be estimated. From the theoretical calculations of 
the free surface profile by Harper and Dixon (1974), as well 
as the experimental results of Scott (1982) and those presented 
in Fig. 3, one can see that the angle 6 over the deformation 
profile remains small such that the order of magnitude of the 
g cos 9 term is one or less. However, looking at Fig. 7, we see 
that the deceleration term reaches an order of magnitude of 
four. Therefore, the dominant source of vorticity in the vicinity 
of a Reynolds ridge is the deceleration of the flow at the free 
surface as it approaches the stagnant film. Notice too, it is in a 
small region of about 0.5 mm that this large vorticity flux occurs 
at the free surface. In other words it must be within the region 
where the surface tension gradient is located, as ahead of the 
film the water is considered clean and within the film itself no 
large gradients of surface tension subsist. It is interesting to 
note as well that this region occurs in the vicinity of the inflec
tion point of the height profile of the ridge. It is at this point 
on the free surface as well that a slight downward component 
is detected in the velocity field. Thus all flow, but that right at 
the free surface moves down into the boundary layer beneath 
the film, while just at the free surface the flow is decelerated 
accounting for the change in curvature of the free surface. The 
vorticity generated by this deceleration is then convected down
stream to form the boundary layer observed. 

Also, the boundary layer profiles show evidence of ap
proaching very small shear stress at the film as exhibited by the 
steepening of the boundary layer profiles farther downstream 
of the ridge. This agrees with the fact that there is no longer a 
large surface tension gradient at the free surface in the film to 
support that shear stress in the flow. These profiles exhibit a 
shape similar to those found near a flat plate in the presence of 
a pressure gradient. In further experiments we hope to gain a 
better understanding of this free surface boundary layer. 

In addition, we plan to acquire simultaneous velocity field, 
free surface profile, and surface tension measurements near the 
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Reynolds ridge which will provide even more insight into the 
unique nature of this flow. But so far it has been determined 
that it is the boundary condition of the surface tension gradient 
at the free surface in the vicinity of a Reynolds ridge which 
causes the flow to dynamically conform, with a rapid decelera
tion over a small region, resulting in a large vorticity flux at 
the free surface. 
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Applications 
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We present a novel approach for pumping fluids in micro-
mechanical appUcations at extremely low Reynolds numbers. 
It is based on the rotation of a cylinder placed asymmetrically 
in a narrow duct; the differential viscous resistance between the 
small and large gaps causes a net flow along the channel. We 
report on experiments using glycerin and several cm-scale 
prisms having circular, square, and rectangular cross-sections. 
The Reynolds number, based on cylinder size and angular veloc
ity, varies in the range of 0.01 -10. The flow is visualized using 
tracer particles. The flow generated depends on the geometrical 
parameters, but is proportional to the angular velocity of the 
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cylinder. An average flow velocity that is about ten percent of 
the surface speed of the cylinder has been obtained. 

Manufacturing processes that can create extremely small ma
chines have been developed in recent years. Motors, electro
static actuators, pneumatic actuators, valves, gears, and tweezers 
of about 10 nm size have been fabricated. These have been 
used as sensors for pressure, temperature, velocity, mass flow, 
or sound, and as actuators for linear and angular motions. Cur
rent usage ranges from airbags to blood analysis (O'Connor, 
1992). There is considerable work under way to include other 
applications, one example being the micro-steam engine de
scribed by Lipkin (1993). Many of these new applications will 
need fluid to be pumped in a duct; at such small scales this is 
a challenge. 

There have been several studies of microfabricated pumps. 
Some of them use nonmechanical effects. Ion-drag is used in 
electrohydrodynamic pumps (Bart et al., 1990; Richter et al., 
1991; Fuhr et al., 1992); these rely on the electrical properties 
of the fluid and are thus not suitable for many applications. 
Valveless pumping by ultrasound has also been proposed (Mor-
oney et al., 1991), but produces very Uttle pressure difference. 

It is important to emphasize that mechanical pumps based on 
conventional centrifugal or axial turbomachinery will not work 
at micromachine scales where the Reynolds numbers are typi
cally small. Centrifugal forces are negligible and, furthermore, 
the Kutta condition through which lift is normally generated is 
invalid when inertial forces are vanishingly small. In general 
there are three ways in which mechanical micropumps can 
work: 

(a) Positive-Displacement Pumps. These are mechanical 
pumps with a membrane or diaphragm actuated in a reciprocat
ing mode and with unidirectional inlet and outlet valves. They 
work on the same physical principle as their larger cousins. 
Micropumps with piezoelectric actuators have been fabricated 
(Van Lintel et al., 1988; Esashi et al., 1989; Smits, 1990). 
Other actuators, such as thermopneumatic, electrostatic, electro
magnetic or bimetallic, can be used. These exceedingly minute 
positive-displacement pumps require even smaller valves, seals 
and mechanisms, a not-too-trivial micromanufacturing chal
lenge. In addition, there are long-term problems associated with 
wear or clogging and consequent leaking around valves. The 
pumping capacity of these pumps is also limited by the small 
displacement and frequency involved. Gear pumps are a differ
ent kind of positive-displacement device. 

(b) Continuous, Parallel-Axis Rotary Pumps. A screw-type, 
three-dimensional device for low Reynolds numbers was pro
posed by Taylor (1972) for propulsion purposes and shown in 
his seminal film. It has an axis of rotation parallel to the flow 
direction implying that the powering motor must be submerged 
in the flow, the flow turned through an angle, or that complicated 
gearing would be needed. 

(c) Continuous, Transverse-Axis Rotary Pumps. This is the 
class of machines that we propose here. We assert that a rotating 
body, asymmetrically placed within a duct, will produce a net 
flow due to viscous action. The axis of rotation can be perpen
dicular to the flow direction and the cyUnder can thus be easily 
powered from outside a duct. A related viscous-flow pump was 
designed by Odell and Kovasznay (1971) for a water channel 
with density stratification. However, their design operates at 
a much higher Reynolds number and is too complicated for 
microfabrication. 

Fluid flow at the micromachine level is complicated by issues 
such as interfacial forces, slip-flow and Knudsen number ef
fects. To develop an operational viscous-flow micropump one 
must first demonstrate its working at the macroscale where these 
special effects are not important. Our purpose here is to show 
experimentally that viscous forces can indeed be used to pump 
fluid at low Reynolds numbers. Reynolds numbers representa
tive of micromachine applications in air or water can be ob
tained with cm-size cylinders and with glycerin as the working 

624 / Vol. 118, SEPTEMBER 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Reynolds ridge which will provide even more insight into the 
unique nature of this flow. But so far it has been determined 
that it is the boundary condition of the surface tension gradient 
at the free surface in the vicinity of a Reynolds ridge which 
causes the flow to dynamically conform, with a rapid decelera
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cylinder. An average flow velocity that is about ten percent of 
the surface speed of the cylinder has been obtained. 

Manufacturing processes that can create extremely small ma
chines have been developed in recent years. Motors, electro
static actuators, pneumatic actuators, valves, gears, and tweezers 
of about 10 nm size have been fabricated. These have been 
used as sensors for pressure, temperature, velocity, mass flow, 
or sound, and as actuators for linear and angular motions. Cur
rent usage ranges from airbags to blood analysis (O'Connor, 
1992). There is considerable work under way to include other 
applications, one example being the micro-steam engine de
scribed by Lipkin (1993). Many of these new applications will 
need fluid to be pumped in a duct; at such small scales this is 
a challenge. 
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electrohydrodynamic pumps (Bart et al., 1990; Richter et al., 
1991; Fuhr et al., 1992); these rely on the electrical properties 
of the fluid and are thus not suitable for many applications. 
Valveless pumping by ultrasound has also been proposed (Mor-
oney et al., 1991), but produces very Uttle pressure difference. 

It is important to emphasize that mechanical pumps based on 
conventional centrifugal or axial turbomachinery will not work 
at micromachine scales where the Reynolds numbers are typi
cally small. Centrifugal forces are negligible and, furthermore, 
the Kutta condition through which lift is normally generated is 
invalid when inertial forces are vanishingly small. In general 
there are three ways in which mechanical micropumps can 
work: 

(a) Positive-Displacement Pumps. These are mechanical 
pumps with a membrane or diaphragm actuated in a reciprocat
ing mode and with unidirectional inlet and outlet valves. They 
work on the same physical principle as their larger cousins. 
Micropumps with piezoelectric actuators have been fabricated 
(Van Lintel et al., 1988; Esashi et al., 1989; Smits, 1990). 
Other actuators, such as thermopneumatic, electrostatic, electro
magnetic or bimetallic, can be used. These exceedingly minute 
positive-displacement pumps require even smaller valves, seals 
and mechanisms, a not-too-trivial micromanufacturing chal
lenge. In addition, there are long-term problems associated with 
wear or clogging and consequent leaking around valves. The 
pumping capacity of these pumps is also limited by the small 
displacement and frequency involved. Gear pumps are a differ
ent kind of positive-displacement device. 

(b) Continuous, Parallel-Axis Rotary Pumps. A screw-type, 
three-dimensional device for low Reynolds numbers was pro
posed by Taylor (1972) for propulsion purposes and shown in 
his seminal film. It has an axis of rotation parallel to the flow 
direction implying that the powering motor must be submerged 
in the flow, the flow turned through an angle, or that complicated 
gearing would be needed. 

(c) Continuous, Transverse-Axis Rotary Pumps. This is the 
class of machines that we propose here. We assert that a rotating 
body, asymmetrically placed within a duct, will produce a net 
flow due to viscous action. The axis of rotation can be perpen
dicular to the flow direction and the cyUnder can thus be easily 
powered from outside a duct. A related viscous-flow pump was 
designed by Odell and Kovasznay (1971) for a water channel 
with density stratification. However, their design operates at 
a much higher Reynolds number and is too complicated for 
microfabrication. 

Fluid flow at the micromachine level is complicated by issues 
such as interfacial forces, slip-flow and Knudsen number ef
fects. To develop an operational viscous-flow micropump one 
must first demonstrate its working at the macroscale where these 
special effects are not important. Our purpose here is to show 
experimentally that viscous forces can indeed be used to pump 
fluid at low Reynolds numbers. Reynolds numbers representa
tive of micromachine applications in air or water can be ob
tained with cm-size cylinders and with glycerin as the working 
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Fig. 1 Schematic of set-up 

fluid. Few experiments and many numerical studies of both 
steady (Ingham and Tang, 1990; Tang and Ingham, 1991; Ki-
mura et al., 1992) and unsteady (Badr et al., 1989; 1990) flow 
around a rotating circular cylinder are available in the open 
literature. There has also been work on flow around a square 
cylinder that is either forced to rotate (Ohba and Kuroda, 1993) 
or is autorotating (Zaki et al , 1994). However, there is nothing 
reported on the generation of a flow by rotating a cylinder. 

The present laboratory experiments are carried out on the 
set-up shown schematically in Fig. 1. The interior dimensions 
of the Plexiglas tank A are 48.9 cm length, 15.2 cm width and 
14.3 cm depth. A tightly-fitted 15.2 cm square plate B of the 
same material can be moved to any height within the tank. We 
are interested in the flow within the channel formed by this wall 
and the floor of the tank. For some of the runs a plastic sheet 
C was laid on the floor to reduce the lower gap hi. A two-
dimensional, stainless-steel cylinder D is placed in leak-proof 
bearings and can be rotated by an external electric motor (not 
shown). Cylinders of circular (0.898 cm diameter), square 
(0.898 cm diagonal) and rectangular (0.898 cm X 0.1 cm) 
cross-sections are tested; unless otherwise mentioned, a circular 
cylinder is assumed. The tank is filled with glycerin, the relative 
density and viscosity of which are measured before each run 
using a Fisher Scientific hydrometer and a Brookfield Synchro-
Lectric viscometer, respectively. Due to absorption of atmo
spheric moisture the viscosity of the glycerin decreased from 
about 1.1 kg/m.s to just about one-half this value over the 
period of the experimentation, while the density remained ap
proximately constant at 1260 kg/m'. Visualization is by means 
of tracer particles in the fluid illuminated by a sheet of light 
in the mid-spanwise plane. Each run is videotaped for later 
analysis. 

For a circular cylinder the governing parameters in the prob
lem are: the rotational rate of the cylinder u), its diameter 2a, 
the separation between channel walls 2h, the eccentricity of the 
cylinder as measured by hu + a — h, and the sum of the channel 
lengths upstream and downstream of the cylinder L,. In here, 
hi, is the upper gap, and h^ is the lower one. The governing 
parameters can be nondimensionalized as a Reynolds number 
Re = w {2a)^lv, where v is the kinematic viscosity of the fluid, 
relative channel wall separation s - hia, eccentricity e = {hu 
+ a — h)/2a, and channel length Lilla. The rotation of the 
cylinder, its eccentricity, and the position of the plate B can be 
varied in the experiments. Note that the average velocity in the 
channel is not known a priori and cannot, therefore, be used as 
a velocity scale. Instead we use the tangential velocity of the 
cylinder itself to define a Reynolds number, so that Re is not a 
ratio of inertial to viscous forces in the classical sense. The 
choice of a characteristic length to define Re is arbitrary; the 
other length scales in the problem are related to a via the dimen-
sionless wall separation and eccentricity. 

In the present experiments, the qualitative nature of the flow 
field generated by the rotating cylinder depends on the gap 
between the cylinder and the wall. Close to the cylinder, a 
primary circulation following the motion of the cylinder is al
ways present. But on the side of the cylinder with the larger 
gap (normally the upper side in the present arrangement), two 

qualitatively different secondary flow patterns are observed. For 
a large hu there is a single secondary vortex lying directly on 
top of the cylinder, which rotates counter to the cylinder motion. 
On the other hand, for a small hu there are two small co-rotating 
secondary vortices located to the left and right of the cylinder. 
For /jz, = 0 transition between the two patterns is observed to 
take place when hu is approximately 12 mm {s = 2.34, e = 
0.67). These patterns are very similar to the creeping flow 
eddies observed when a rotating cylinder is placed in the center 
of a rectangular box (Hellou and Coutanceau, 1992), or placed 
eccentrically within a larger circular cylinder as in journal bear
ings (Ottino, 1989; Ghosh et al., 1992). 

From the video the time of travel of the tracer particles for 
a 2 cm distance in the x-direction is measured. Repeating this 
for different j-positions, the fluid velocity field u*{y) is deter
mined. The first velocity measurements are made with the chan
nel walls 14 mm apart, and with the cylinder at the lower 
extreme. Figure 2 shows an example of the measured velocities 
at four sections of the channel at different values of x, two 
upstream and two downstream of the cylinder. Parabolic profiles 
of the form u*{y) = C/max(l - y^/h^) are fitted to the data at 
each section using a least-square analysis. In general, the data 
at the section x = - 4 cm fits its parabolic profile with the least 
error. The parabola at this section is also shown in Fig. 2. The 
flow at this section is almost parallel to the channel walls, while 
at other sections it is either affected by the inlet or outlet to the 
channel or is too close to the cylinder. This section is then used 
for the rest of the velocity measurements. We can determine an 
average velocity ti* = (l/2h) J_i^u{y)dy at the chosen section 
which will also be the same at other sections. Though the inte
gration can be done either on the experimental data using a 
trapezoidal rule or on the fitted parabola, we simply take u* — 
lUmax from now on since the difference is of the order of five 
percent. We can also show that the free surface of the glycerin 
does not affect the flow rate if it is far enough from plate 
B. The difference in average velocity in the lower channel is 
measured to be around one percent on changing the glycerin 
depth from 42.5 mm to 65 mm. 

The next series of measurements are made by changing the 
rotation of the cylinder, but keeping the eccentricity and channel 
separation constant. The cylinder is again touching the bottom 
of the channel wall. Figure 3 shows the measured average veloc
ity in the channel, u*, as a function of the surface speed of the 
cylinder, wa. The straight line corresponds to a fit of u* — 
0.095 u)a. The nondimensional average velocity defined by u 
= u*/Loa = 0.095 under these conditions. A similar though 

Fig. 2 Velocity profiles for Re = 1.03; s == 1.56; £ = 0.28. Local velocity 
is determined by recording the average time-of-travel of 20 tracer parti
cles. The standard deviation for such measurements is typically ten per
cent of the mean. 
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Fig. 3 Average velocity for s = 1.56; e = 0.28. Uncertainty in computing 
the buil( veiocity is ± five percent. 

slightly different graph is obtained if Re, which is in the O.I-
10 range, is used as the abscissa. 

Geometrical parameters like relative eccentricity and channel 
separation also affect the flow rate. In the present set-up we are 
unable to vary them independently, but can change both by 
moving the plate B. Measurements are made by changing the 
gap hu and keeping Re roughly constant. Figure 4 shows the 
effect on the average velocity, «*, and volume flow rate per 
unit width, 2 hu*. Both these variables are seen to have a 
maximum, though at slightly different values of hu- The maxi
mum volume flow rate roughly corresponds to the value of hu 
around which the secondary flow pattern changes from a single 
vortex to two. 

Experiments with cylinders of square and rectangular sections 
are also carried out for comparison. In each case the largest 
dimension of the section is used to define the Reynolds number. 
All three cylinders have this dimension the same so that they 
sweep out the same area. At Re = 1.12, i = 1.78, and e = 0.17, 
the nondimensional average fluid velocity in the channel using 
the circular cylinder is S" = 0.046, while for the square and the 
rectangular cylinders it is 64.4 and 31.8 percent of this value, 
respectively. It appears therefore that the circular cylinder gives 
the best pumping performance. A weak pulsating motion super
imposed on the unidirectional mean flow is observed for the 
two non-circular cylinders. Although not tried in here, other 
configurations using the same principle can be used to pump a 
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Fig. 4 Average velocity and volume flow rate for h^ = 0; Re = 1.05. 
Uncertainty in computing tlie bulk velocity is ± five percent. 

fluid at low Reynolds numbers. For example, two counter-rotat
ing cylinders placed symmetrically in the channel along the y-
axis would perhaps be more efficient than the present asymmet
ric configuration. However, in a microelectromechanical sys
tems (MEMS) application of the present idea, simplicity of 
construction and operation would probably be more coveted 
than a modest improvement in efficiency. 

The experiments reported here show that a two-dimensional, 
rotating cylinder eccentrically placed within a channel can drive 
a viscous fluid. We have been able to generate an average flow 
velocity that is about 10 percent of the surface speed of the 
cylinder. This proportionality is consistent with what can be 
expected for the solution of the Navier-Stokes equation in the 
limit of negligible inertia terms. As the Reynolds number in
creases, one can expect the slope of the curve in Fig. 3 to level 
off. It also appears that the low-Reynolds-number viscous effect 
is reversible in that continuous flow can rotate a cylinder placed 
eccentricaUy within channel walls. 

The proposed pumping mechanism can be used at very low 
Reynolds numbers and is suitable for micromachine applica
tions. Further exploration of the operation of this micropump 
will be numerical, as in the work by Beskok and Kamiadakis 
(1992; 1994), and will be followed by experiments utilizing a 
microfabricated motor-pump assembly. The latter are obviously 
difficult to perform not only for the fabrication involved but 
also for the measurement techniques which are still under devel
opment. The proposed pumping configuration can be built using 
the LIGA microfabrication technique, a German-developed 
method based on lithography, electrodeposition and plastic 
molding. Our plan is to fabricate a prototype micropump in 
cooperation with the Center for Advanced Microstructures and 
Devices at Louisiana State University. The present device is 
also ideal for pumping high-viscosity polymers through macro-
channels; while conventional pumps can potentially degrade the 
long-chain molecules, minimum damage would be caused by 
the envisioned pump. 
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